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ABSTRACT 

 
Currently, there is a growing interest from the scientific and/or industrial community in respect 

to methods that offer solutions to the problem of fiducial points detection in human faces. Some 

methods use the SVM for classification, but we observed that some formulations of optimization 

problems were not discussed. In this article, we propose to investigate the performance of 

mathematical formulation C-SVC when applied in fiducial point detection system. Futhermore, 

we explore new parameters for training the proposed system. The performance of the proposed 

system is evaluated in a fiducial points detection problem. The results demonstrate that the 

method is competitive.  
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1. INTRODUCTION 
 
Currently, the interest of scientific community and industry in methods to solve fiducial point 

detection problem is increasing (salient points [1], for example, tip of the nose) in human faces 

[1]. 

 

Typically, recent approaches can be divided in two main categories: local and global. In local 

methods, the fiducial points are detected and processed individually and no additional information 

is used. The global methods are characterized by detecting more fiducial points using deformable 

models, less susceptible to pose and illumination variations than local methods. 

 

The classifier design is the most important stage of a fiducial point detection (supervised). In this 

stage, several machine learning techniques can be used [1] e [2]. Particularly, some studies [3] 

use a classification method called Support Vector Machine [4]. The mathematical formulation of 

SVM is obtained by optimization problem with restrictions [5]. 

 



24 Computer Science & Information Technology (CS & IT) 

 

There are many recent papers about this theme. For example, the authors propose in [2] a face 

recognition subsystem framework that uses fiducial points detection. The detection of these points 

combines two techniques. The first uses Gabor filters coefficients for local detecting and the 

second uses a combination of human face anthropometric measurements. The system proposed in 

[8] explores the same problem. The authors use classifiers based on IPD (Inner Detector Product) 

correlation filters. In [1], the authors developed robust filters to investigate the same problem. 

These filters are designed using the principal components. 

 

In this article, we study the performance of SVM mathematical formulation called C-SVC 

(Support Vector Classification) [5], for fiducial point detection. The main contribution of this 

paper is the investigation of parameters that have not been used before. For performance 

evaluation, the classifiers were designed based on C-SVC. The training algorithm was performed 

using eleven (11) fiducial points in a database composed of 503 images (base subset BioID [7]). 

The performance of the system with C-SVC classifier was compared with similar methods, two of 

them using discriminating and filtering and one using linear SVM [1]. The results demonstrate the 

proposed method has competitive performance, and, in some cases, the proposed method 

outperforms the others. 

 

The remainder of this paper is organized as follows. In next section, we present a SVM 

description. The system proposed is shown in Section 3, which is emphasized in the design of 

classifiers, parameters optimization of different types of SVM and the chosen parameters, in 

training and testing, results, and comments are made about these results. Finally, conclusions are 

drawn in Section 4. 

 

2. SUPPORT VECTORS MACHINES (SVM) 
 
The SVM, proposed by Vapnik [4], is used to solve classification and regression problems. The 

SVM algorithm provides an optimal separating hyperplane with maximum margin. The SVM can 

be formulated to consider mislabelled samples. In this case, the technique is called soft margin 

[5]. The use of soft margin provides a generalization of the SVM method to deal with problems of 

separating classes. The mathematical formulation can be written as follows. First, consider the 

hyperplane: 

 

 
 

where: ξi , is the non-negative slack variable, yi is the class labels, n is the number of total class 

elements and the superscript 
t 
is the transpose of the vector. To maximize the class-separating 

margin and obtain the optimal hyperplane, it is necessary to find a solution to the optimization 

problem given by: 

 

 
 

In Equation (2), C represents the weight imposed on the soft margin. The implementation of this 

optimization problem is known as C-SVC [5]. There are others SVM optimization problems that 

differ in some aspects such as: the formulation of the optimization problem and the used 

parameters [5]. The performance depends on the parameters choice and the search for the best set 

of parameters is extremely important. In this work, we use classifiers C-SVC due to its linear 

structure. The linear SVM classifiers have low computational cost and therefore we can say that 

the categorization of patterns is fast. 
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3. FIDUCIAL POINT DETECTION SYSTEM USING C-SVC CLASSIFIERS 
 

3.1. Design of Classifiers C-SVC 

 
As mentioned in Section II, we can find several SVM formulation of the optimization problem. In 

our research, we employ the optimization problem denominated C-SVC to design classifiers for a 

fiducial points detection system. An important aspect is investigate which set of parameters 

produces the best performance of the C-SVC classifiers. In this work, we explore the following 

parameters: 

 

• Parameter of regularization C with values equal to 2
n
 with n = {− 12, − 9, − 6, − 3, 0, 3}; 

• Maximum number of iterations to convergence: 10000; 18000; 26000; 34000; 42000; 

50000. 

• Proportional weighting of the number of class elements (positive: negative): (1:1), (1:5), 

(2:10), (10:500), (5:1), (10:2) and (500:10). 

 

The range of parameter values were obtained empirically by preliminary results. In these cases, 

we observe the range have a significant influence in the performance of the fiducial points 

detection system. An important point of view is that each parameter and its ranges represent one 

experiment which must be explored. This approach is called parameters grid [5]. In our research, 

we have an extensive grid with 252 parameter combinations. We use ξi equal to 0.1. 

 

3.2. Fiducial Points Detection System using C-SVC Classifiers 

 
The fiducial points detection system has two stages: training and testing. In both, all images are 

pre-processed using a common step. The pre-processing step is composed by two stages.  Firstly, 

we apply the Viola-Jones face detection algorithm [11] in the image. After that, the face is scaled 

to 200x200, and then we perform illumination correction [12]. 

 

In the training stage (see Figure 1), first, the image is pre-processed. Next, we use a method to 

select an elliptical region of interest with high probability of containing the fiducial point. The 

mathematical formulation can be seen in [1]. We can view the elliptical region of interest in the 

block output of the Gaussian Priori Model (Figure 1). 

 

Following, we choose the Bz blocks, with dimensions 13×13, that define the positive and negative 

classes, where z represents the coordinates of the center of the block. We select a restricted 

number of negative blocks due to its high amount. This selection is done using an algorithm to 

generate random two-dimensional coordinates called Salt and Pepper [13]. The positive and 

negative ratio is 160/1. Next, we transform each block Bz (array) in a vector v(Bz) by 

concatenating the rows of the transposed matrix. Finally, we use the blocks of positive and 

negative classes to design the C-SVC classifier. It is important comment that all images used in 

the test system are different from the images used in the training system, i.e., the sets of training 

and testing images are mutually exclusive. 
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Figure 1. Block diagram for training the fiducial points detection system using C-SVC classifiers. 
 

In the testing stage, shown in Figure 2, can be described as follows: first, we pre-processing the 

image. Next, we use the same elliptical region of interest determined in the training stage. 

Following, each block B z is processed using a sliding window. The vector v(Bz) is obtained 

through the transformation matrix Bz in a vector (identically to the transformation performed in 

the training). Finally, we use the C-SVC classifier, found in the training, to label the vector v(Bz)  

as positive or negative. 

 

 

Figure 2. Block diagram for test the fiducial points detection system using C-SVC classifiers. 

 

3.3. Experiments  
 

The C-SVC classifiers of training and testing procedures (see Sections 3.1 and 3.2) were designed 

using OpenCV (Open Source Computer Library) [14]. OpenCV is written in C and C++ and can 

be operated in Windows, Linux and MAC OS. OpenCV was designed for computational 

efficiency and has specific mathematical functions and methods, for example, in signal processing 

and machine learning areas. 

 

In order to evaluate the proposed method, we use 11 fiducial points as illustrated in Figure 3. We 

use the system described in Section 3.2 for each fiducial point. Thus, we have 11 different fiducial 

points detection systems. The tests were made using cross-validation [15] with 7 partitions (value 

generally found in the literature [16]). In each experiment, we used two different sets for training 

and test. That total numbers of images in the database, we used 6/7 for verification and training 

parameters and 1/7 to validate the performance of the algorithm. 
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Figure 3. Fiducial points and a human face considered in the experiments. 

 

The experiments were performed by cluster computer with 30 cores, 4GB RAM memory and 

2.26 GHz processor. In a brief description, BioID database [7] have 1521 images with frontal 

human faces in grey scale from 23 different people. The image resolution is 384x286 pixels. The 

faces have change of scale (for instance, some are close to the camera and), lighting, and small 

rotations. Some people wear glasses, others have beard and/or moustache. The images in this 

database have manual labels for 20 fiducial points. In this work, we use a BioID subset with 503 

images. We used only the frontal face images whose individuals do not wear glasses and do not 

have moustaches or beards. The faces have scale and lighting variations, and small rotations. 

Were performed 8316 experiments for C-SVC classifier parameter design and 11 fiducial points. 

 

3.4. Results  
 

The performance of classifier is assessed computing the True Positive (TP) and False Positive 

rates. We consider a candidate as a true positive when the distance between automatic and manual 

annotations is smaller than 10% of face intraocular distance (distance between the pupils). 

 

In Figures 4, 5, 6, 7 and 8 are shown the simulations results of the points 04, 05, 07, 08 and 10. 

The graphics present the average TP, FP and standard deviation rates of all folds of all parameters 

grid. Each number in grid axis represents one parameter combination of set described in Section 

3.1. To assess in order to evaluate the graphs, we consider the best performing regions those with 

higher TP and smaller FP rates jointly. Note that, for all graphs, the 84 first combinations are best 

performance of the parameters grid. 

 

 

  

Figure 4. Grid of parameters for the point 04 (left eye pupil) from BioID dataset. 
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Figure 5. Grid of parameters for the point 05 (outer corner of left eye) from BioID dataset. 

 

Figure 6. Grid of parameters for the point 07 (tip of nose) from BioID dataset. 

 

 

Figure 7. Grid of parameters for the point 08 (left nostril) from BioID dataset. 
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Figure 8. Grid of parameters for the point 10 (left mouth corner) from BioID dataset. 

 

In Table I, we show the results of the proposed method with the best performance of parameters 

set for 11 fiducial points. The systems used in the methods SVM-L, DF and DF-PCA, are similar 

those presented in [1]. These results differ due to the method of post-processing. In our research, 

the post-processing is done by considering a region of 10% around the fiducial point for the 

calculation of true and false positives (TP and FP). We can see that, in Table I, the proposed 

method outperforms DF for all fiducial points, except in point 07 and outperforms linear SVM in 

points 0, 1, 2, 4, 5, 9 and 10. In points 0, 1, 3, 4, 5, 8, 9 and 10, TP rate outperforms DF-PCA 

method. We consider FP rates less than 2% satisfactory, this fact can be observed in the proposed 

method, except in fiducial point 09. 

 
Table I. Performance of the proposed system for 11 points using BioID database. 

 

 

4. CONCLUSION 
 

In this paper, we propose the performance evaluation of mathematical formulation SVM, called 

C-SVC employed in 11 fiducial points detection. In this research, we use parameters of C-SVC 

unexploited in the literature. The supervised system was implemented using the library in C++ 

called OpenCV. In this work, considering all the parameters of the system, we performed 8316 

experiments. The performance of parameters grid in 5 fiducial points was shown and the best 

performance was compared with other similar systems in the literature. From this set, two 

classifiers were used for discriminating filter with and without PCA and one using a linear SVM. 

Evaluating the performance in terms of TP and FP rates using cross-validation with 7 folds, we 

identify the proposed system presents good results. Finally, we comment the relevance of this 
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research in methods that provide fiducial points detection on human faces due to large number of 

applications. 
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