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ABSTRACT

Segmentation is one of the very important strategic tools used by the marketer. Segmentation strategy is based on the concept that no firm can satisfy all needs of one customer or one need of all the customers. The customers are too numerous and diverse in their buying requirements, hence the marketers or companies cannot cater to the requirements of all customers that too in a broad market such as two-wheelers. Cluster analysis is a class of techniques used to identify the group of customers with similar behaviors given a large database of customer data containing their properties and past buying records. Clustering is one of the unsupervised learning method in which a set of data points are separated into uniform groups. The k-means is one of the most widely used clustering techniques used for various applications. The main drawback of original k-means clustering algorithm is dead centers. Dead centers are centers that have no associated data points. The original k-means clustering algorithm with Euclidian distance treats all features equally and does not accurately reflect the similarity among data points. In this paper, an attempt has been made to apply enhanced clustering algorithm which uses similarity measure for clustering (segmentation) of two-wheeler market data. The enhanced clustering algorithm works in two phases; Seed Point Selection and Clustering. The method adapts new strategy to cluster data points more efficiently and accurately, and also avoids dead centers. The enhanced clustering algorithm is found to be efficient in meaningful segmentation of two-wheeler market data. The results of market segmentation are discussed.
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1. INTRODUCTION

In the last few years, the Indian two-wheeler industry has seen spectacular growth. The country stands next to China and Japan in terms of production and sales respectively. Majority of Indians, especially the youngsters prefer motorbikes rather than cars. Capturing a large share in the two-wheeler industry, bikes and scooters cover a major segment. Bikes are considered to be the favorite among the youth generation, as they help in easy commutation. Large varieties of two
wheelers are available in the market, known for their latest technology and enhanced mileage. Indian bikes, scooters and mopeds represent style and class for both men and women in India [1].

The domestic two-wheeler industry recorded sales volumes of 13.8 million units in 2012-13, a growth of 2.9% over the previous year. India’s per capita real GDP growth at 8.6% (CAGR) over the six year period 2005-2011 had contributed substantially towards raising the standard of living of households, which in turn had been one of the key drivers of growth for the country’s automobile industry [2].

The general downtrend in the economy appears to have no impact on the two-wheeler industry with many manufacturers reporting robust sales numbers for December 2013 [3].

The growing middle class population, prosperous rural India and the rarity of reliable public transport system is leading to a large number of two wheelers added to the roads every day. Indian roads in most cities, villages and towns are narrow. Two-wheelers allow people to navigate such roads easily. Fuel-efficiency is a huge advantage. With the cost of petrol increasing steadily, two-wheeler makes the daily travel both affordable and convenient. Easy availability of auto finances at attractive schemes has made a two-wheeler a must in most urban and rural homes [4].

A company cannot service all customers in a broad market such as two-wheelers. The customer are too numerous and diverse in their buying requirements. A company needs to identify the market segments which it can serve effectively. Many companies are embracing target marketing. Here sellers distinguish the major market segments, target one or more of these segments, and develop products and marketing programs tailored to each. Instead of scattering their marketing effort, they focus on the buyers they have the greatest chance of satisfying. A market segment consists of a group of customers who share a similar set of needs and wants. The marketer’s task is to identify the segments and decide which one(s) to target. The company can create more fine-tuned product or service offering and price it appropriately for the target segment. The company can more easily select the best distribution and communications channels, and it will also have a clearer picture of its competitors, which are the companies going after the same segment [5].

Cluster analysis is a class of techniques used to classify objects into relatively homogeneous groups called Clusters [6]. Clustering is the process of organizing objects into groups whose members are similar in some way. Clustering can be applied in many fields: Marketing (finding groups of customers with similar behavior given a large database of customer data containing their properties and past buying records), Biology (classification of plants and animals given their features), and Libraries (book ordering), Insurance (identifying groups of motor insurance policy holders with a high average claim cost, identifying frauds), city planning (identifying groups of houses according to their house type, value and geographical locations), Earthquake studies (clustering observed earthquake epicenters to identify dangerous zones), WWW (Classification; Clustering weblog data to discover groups of similar access patterns).

The notion of what constitutes a good cluster depends on the application and there are many methods for finding clusters subject to various criteria, both ad hoc and systematic. These include approaches based on splitting and merging such as ISODATA, randomized approaches such as CLARA, CLARANS, and methods based on neural nets, and methods designed to scale large databases, including DBSCAN, BIRCH, and ScaleKM.

Among clustering formulations the most widely used and studied is $k$-means clustering. Given a set of $n$ data points in real $d$-dimensional space, and an integer $k$, the problem is to determine a set of $k$ points in $d$-dimensional space, called centers, so as to minimize the mean squared distance
from each data point to its nearest center. This measure is often called the squared-error distortion and this type of clustering falls into the general category of variance based clustering.

As with any technology there are challenges while clustering of data. The clustering algorithm works on the assumption that the initial centers are provided. The search for the final clusters or centers starts from these initial centers. Without the proper initialization the algorithm may generate a set of poor final centers and this problem can become serious if the data are clustered using an on-line \( k \)-means clustering algorithm. In general, there are three basic problems that normally arise during clustering namely dead centers, local minima and centers redundancy [7]. Dead centers are centers that have no members or associated data. These centers are normally located between two active centers or outside the data range. The problem may arise due to bad initial centers, possibly because the centers have been initialised too far away from data. Therefore, it is a good idea to select the initial centers randomly from the data or to set them to some random values within the data range. However, this does not guarantee that all the centers are equally active. Some centers may have too many members and be frequently updated during the clustering process whereas some other centers may have only a few members and are hardly ever updated.

Hence in the current work, a new clustering algorithm [8] that uses similarity measure for clustering of data is used to cluster two-wheeler market data. The enhanced clustering algorithm works in two phases; Seed Point Selection and Clustering. The method adapts new strategy to cluster data points more efficiently and accurately, and also avoids dead centers. The results of clustered data is analysed and found to be more accurate.

2. LITERATURE REVIEW

Some of the related works on clustering and its applications are summarised in the following:

The distinguishing feature to demonstrate a practical procedure for conducting hybrid market segmentation is presented in [9]. In this hybrid segmentation is used as a combination of demographic, psychological, psychographic, socio-cultural, and benefit sought from the product segmentation types.

A system to analyze the performance of students using \( k \)-means clustering algorithm coupled with deterministic model is proposed in [10]. The result of analysis will assist the academic planners in evaluating the performance of students during specific semester and steps that need to be taken to improve students’ performance from next batch onwards.

A hybrid procedure based on Decision Tree of Data mining method and Data Clustering that enables academicians to predict student’s GPA is presented in [11]. Based on predicted students GPA instructor can take necessary step to improve student academic performance.

A hybrid procedure based on Neural Networks (NN) and Data Clustering that enables academicians to predict students’ GPA is proposed in [12]. This procedure predicts students’ GPA according to their foreign language performance at a first stage then classifies the student in a well-defined cluster for further advising and follows up by forming a new system entry. This procedure has mainly a twofold objective. It allows meticulous advising during registration and thus, helps maintain high retention rate, acceptable GPA and grant management. Additionally, it endows instructors an anticipated estimation of their students’ capabilities during team forming and in-class participation. The results demonstrated a high level of accuracy and efficiency in identifying slow, moderate and fast learners and in endowing advisors as well as instructors an efficient tool in tackling this specific aspect of the learners’ academic standards and path.
A system for analyzing students’ results based on cluster analysis and uses standard statistical algorithms to arrange their scores data according to the level of their performance is described in [13]. The system also implemented k-mean clustering algorithm for analyzing students’ result data. The model was combined with the deterministic model to analyze the students’ results of a private Institution in Nigeria which is a good benchmark to monitor the progression of academic performance of students in higher Institution for the purpose of making an effective decision by the academic planners.

Data clustering technique named k-means clustering is applied to analyze student’s learning behaviour is presented in [14]. The student’s evaluation factor like class quizzes, mid and final exam assignment are studied. It is recommended that all these correlated information should be conveyed to the class advisor before the conduction of final exam. This study will help the teachers to reduce the drop out ratio to a significant level and improve the performance of students.

A heuristic method to find better initial centroids as well as more accurate clusters with less computational time is proposed in [15]. Experimental results show that the proposed algorithm generates clusters with better accuracy thus improve the performance of k-means clustering algorithm.

A new method to compute initial cluster centers for k-means clustering is presented in [16]. The method is based on an efficient technique for estimating the modes of a distribution. The new method is applied to the k-means algorithm. The experimental results show better performance of the proposed method.

K-means clustering algorithm based on coefficient of variation (CV-k-means) is proposed in [17]. The CV-k-means clustering algorithm uses variation coefficient weight vector to decrease the affects of irrelevant features. The experimental results show that the proposed algorithm can generate better clustering results than k-means algorithm do.

The empirical study to provide up-to-date assessment of cluster analysis application in marketing research and to examine the extent to which some of the ubiquitous problems associated with its usage have been addressed by marketing researchers is presented in [18]. Therefore, more than 200 journal articles published since 2000 in which cluster analysis was empirically used in a marketing research setting were analyzed.

A study in revealing typical patterns of data driven segmentation is presented in [19]. It also provides a critical analysis of emerged standards and suggests improvements.

A generalize discriminative clustering to structure and complex output variables that can be represented as graphical models is presented in [20].

It is observed from the literature survey that existing clustering algorithms based on k-means use kd-tree data structure. The most obvious source of inefficiency in these algorithms is that they pass no information from one stage to the next. Presumably, in the later stages, as the centers are converging to their final positions, one would expect that the vast majority of the data points have the same closest center from one stage to the next. These algorithms perform badly with increases in dimensionality. This is because the most important data structure used in the algorithm, the kd-tree, does not scale well with increases in dimension.

A good algorithm should exploit coherence to improve the running time and has to repeat number of times producing different results in different independent runs. The method should be scalable.
Computer Science & Information Technology (CS & IT) 19

and can be coupled with a scalable clustering algorithm to address the large-scale clustering problems as in data mining.

The standard *k*-means clustering algorithm [21] generates null clusters and also it treats all features equally and does not reflect the similarity among data. It does not maintain specified gap between cluster centroids. Hence, the current work a new enhanced *k*-means clustering algorithm [19] is taken for segmenting two-wheeler market data.

3. METHODOLOGY FOR TWO-WHEELER MARKET DATA COLLECTION

The demographic and customer need based variables were taken for the study. These variables were used to segment the two-wheeler market on the bases of customer demographics and their needs. The sample size involved was 200 respondents. Simple random sampling technique was employed for selecting the samples. The data collection tool was a well structured questionnaire which followed after several pre-tests. The questionnaire consisted mix of interval scales and nominal scales. The interval scale was used to collect the customer benefit sought (need based) segmentation data such as style, power, mileage, price, features, and low maintenance. A 5 point Likert-type Scale was used to set the interval data. The nominal scale was used to describe the demographic profiles of respondents such as age, gender, qualification, occupation, marital status, and monthly income. Data was collected from northern districts of Karnataka, India. The two wheeler market segmentation was done using newly defined similarity measure clustering technique which is discussed below.

4. CLUSTERING TECHNIQUE USING SIMILARITY MEASURE

The enhanced clustering method uses newly defined similarity measure for the purpose of clustering data points in *d*-dimensional space. The methodology basically has two subsystems namely Seed Point Selection and Clustering. The block diagram of proposed model is given in figure 1. The subsystems of method are explained in detail in the following section.

Input *d*-dimensional data set, number of clusters and gap option= (0/1)

Seed point selection

Clustering

Clustered Centroids and Clustered data set

Figure 1. Block Diagram of Enhanced Clustering Method
4.1. Seed Point Selection

In this phase, seed points i.e. initial cluster centroids are selected based on the value $k$ (number of clusters specified by user). The minimum distance between cluster centroids can be specified by user which is optional. If user has specified the minimum distance between cluster centroids, the first $k$ data points from the given data set that satisfy following two conditions are taken as seed points:

1. The data points should be unique.
2. The distance between data points should be equal to or greater then minimum distance specified by user.

If user has not specified the minimum distance between cluster centroids, then the first $k$ different data points from the given data set are taken as seed points.

The distance between two data points $d_1 (x_1, x_2, ..., x_n)$ and $d_2 (y_1, y_2, ..., y_n)$ in $d$-dimensional space is evaluated using Euclidian Distance as described in equation (1):

$$\text{Euclidian distance} = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \quad (1)$$

where $x_i$ and $y_i$ are attributes of data points $d_1$ and $d_2$ in $i^{th}$ dimension respectively. $n$ is number of data points.

Procedure for Seed Point Selection is given in Algorithm1 below:

Algorithm1: Seed Point Selection Algorithm

Input: Data set, $k$ value and minimum distance between cluster centroids $dc$ (Optional).

Output: Array containing Seed Points.

Step 1: Initialize $i=1$;
Store $i^{th}$ data point from given data set in array containing seed points.

Step 2: Repeat till $k$ seed points are selected
Increment $i$;
Select $i^{th}$ data point $d_i$ from given data set;
Compare $d_i$ with all seed points stored in array containing seed points.
if $d_i$ is equal to any of the seed point in array containing seed points
    Repeat Step 2;
else if $dc$ is specified
    for each seed point $s$ in array containing seed points
        Compute distance $g$ between $d_i$ and $s$
        if $g$ is equal to or greater then $dc$
            Store the data point $d_i$ as seed point in array containing seed points.
else
    Repeat Step 2
end
else
    Store the data point $d_i$ as seed point in array containing seed points.
End

STOP

4.2. Clustering

In this phase, clustering of data points is carried out using newly defined similarity measure. Each data point is taken from given data set and a similarity measures is calculated between taken data point and all seed points. This process is repeated for all $n$ data points and the result is stored in $k \times n$ sized matrix which is called Similarity Measure Matrix. Once similarity measure matrix is built, based on the value of similarity measure, each data point is assigned the group. In similarity measure matrix, for each data point similarity measures are calculated with respect to all $k$ cluster centroids. Higher the similarity measure value more closely is the data point associated to the cluster centroid. The data point belongs to that centroid which has maximum similarity measure.

Given a set of $n$ data points ($d_1, d_2, ..., d_n$), where each data point is a $d$-dimensional real vector, $k$-means clustering aims to partition the $n$ data points into $k$ sets ($k \leq n$). The similarity measure between cluster centroid $c \ (x_1, x_2, ..., x_m)$ and the data set $s \ (y_1, y_2, ..., y_m)$ is calculated using formula depicted in equation (2).

\[
\text{Similarity measure} = 1 - \frac{1}{m} \sum_{i=1}^{m} \frac{(x_i - y_i)}{(x_i + y_i)} \tag{2}
\]

Once clustered data matrix is built, the new centroids are evaluated for clustered data. The centroid of $m$ data points i.e. $d_1, d_2, d_3, ..., d_m$ each with $n$ dimensions is given using following formula:

\[
d_{11}, d_{12}, d_{13}, ..., d_{1n} \text{ are feature of } d_1.
\]

\[
d_{21}, d_{22}, d_{23}, ..., d_{2m} \text{ are feature of } d_2 \text{ and soon for } n \text{ data points.}
\]

\[
\text{Centroid} = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} d_{ij} \tag{3}
\]

This process is repeated till convergence is reached. Clustering will reach convergence point when clustered data matrix of successive loops are same i.e. data points does not change their cluster in further clustered data matrix evaluation. Suppose $G_n$ is the clustered data at $n^{th}$ iteration and $G_{n+1}$ is the clustered data matrix at $n+1$ iteration. The convergence data points will be reached when:

\[
G_n = G_{n+1} \tag{4}
\]

Algorithm

Procedure for Clustering is given in Algorithm2 below:

Algorithm2: Clustering Algorithm
Description: The proposed clustering algorithm.

Input: The proposed clustering algorithm takes three inputs.
1. Set of \( n \) data points in \( d \)-dimensional space.
2. Number of clusters (\( k \)).
3. Gap option set to either 0 or 1. 1 is set to cluster data points maintaining minimum distance between from clustered centroids and 0 to cluster data points without maintaining minimum distance between clustered centroids.

Output: Centroids of final clusters and clustered data points.

Step 1: Initialize clustered data matrix to zero matrix. If third parameter is set to 1, accept minimum distance between cluster centroids from user.

Step 2: Select Seed Points based on the third parameter. If third parameter is set to 1, then select first \( k \) data points from given data set that satisfy two conditions described in Section 2.1.1 else directly select first \( k \) unique data points from given data set.

Step 3: For each data point, calculate the Similarity Measures to all the centroids.

Step 4: Assign each data point to the centroid that has maximum similarity measure (i.e Building clustered data matrix).

Step 5: Check the Convergence. If convergence is reached, go to Step 8 else go to Step 6.

Step 6: Calculate new mean for newly clustered data points to be centroids of clusters. If third parameter is set to 1 then check the newly calculated centroids maintain minimum distance between cluster centroids. If cluster centroids fails to maintain minimum then go to Step 8 else go to Step 7

Step 7: Repeat Step 3 to Step 5.

Step 8: STOP.

5. EXPERIMENTAL RESULTS AND ANALYSIS

The enhanced clustering algorithm was tested for two-wheeler market. It is observed that the enhanced clustering mechanism is efficient when compared to original \( k \)-means clustering algorithm. Experimental results showed that the enhanced clustering algorithm solved the problem dead centers that were found in original \( k \)-means clustering algorithm as shown in figure 2 given below;
Figure 2: Error in Original k-means clustering algorithm

Table 1. Cluster solutions for the two-wheeler data

<table>
<thead>
<tr>
<th>S.No</th>
<th>Variables</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Age</td>
<td>1.5</td>
<td>1.2</td>
<td>2.2</td>
<td>1.8</td>
</tr>
<tr>
<td>2</td>
<td>Gender</td>
<td>1.2</td>
<td>1.1</td>
<td>1.1</td>
<td>1.2</td>
</tr>
<tr>
<td>3</td>
<td>Qualification</td>
<td>1.7</td>
<td>1.4</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td>4</td>
<td>Occupation</td>
<td>1.9</td>
<td>2.7</td>
<td>1.5</td>
<td>2.2</td>
</tr>
<tr>
<td>5</td>
<td>Marital Status</td>
<td>1.7</td>
<td>1.9</td>
<td>1.2</td>
<td>1.5</td>
</tr>
<tr>
<td>6</td>
<td>Monthly Income</td>
<td>1.2</td>
<td>1.1</td>
<td>1.7</td>
<td>1.3</td>
</tr>
<tr>
<td>7</td>
<td>Style</td>
<td>4.2</td>
<td>4.5</td>
<td>3.5</td>
<td>2.2</td>
</tr>
<tr>
<td>8</td>
<td>Power</td>
<td>4.3</td>
<td>4.2</td>
<td>4.1</td>
<td>1.9</td>
</tr>
<tr>
<td>9</td>
<td>Mileage</td>
<td>3.3</td>
<td>3.0</td>
<td>3.9</td>
<td>3.9</td>
</tr>
<tr>
<td>10</td>
<td>Price</td>
<td>2.6</td>
<td>3.4</td>
<td>3.6</td>
<td>4.2</td>
</tr>
<tr>
<td>11</td>
<td>Features</td>
<td>2.7</td>
<td>4.1</td>
<td>4.0</td>
<td>3.9</td>
</tr>
<tr>
<td>12</td>
<td>Maintenance</td>
<td>2.8</td>
<td>4.2</td>
<td>4.4</td>
<td>4.3</td>
</tr>
</tbody>
</table>

The table 1 shows four cluster solutions for the two-wheeler data. The demographic and customer need based variables along with their final cluster centers for each of the clusters (or segments) is shown. After analysing the results, more detailed interpretation of the final cluster centers for each of the clusters is displayed in table 2.

Table 2. Interpretation of Final Cluster Centers

<table>
<thead>
<tr>
<th>S.No</th>
<th>Variables</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Age</td>
<td>20 to 30 years</td>
<td>20 to 25 years</td>
<td>25 to 35 years</td>
<td>25 to 35 years</td>
</tr>
<tr>
<td>2</td>
<td>Gender</td>
<td>Majorly Male</td>
<td>Majorly Male</td>
<td>Majorly Male</td>
<td>Majorly Male</td>
</tr>
<tr>
<td>3</td>
<td>Qualification</td>
<td>Many are</td>
<td>Both Graduates &amp;</td>
<td>Graduates</td>
<td>Graduates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Graduates &amp; Some</td>
<td>Undergraduates</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>are Undergraduates</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Occupation</td>
<td>Job-Holders</td>
<td>Both Job-Holders &amp;</td>
<td>Both Job-Holders &amp;</td>
<td>Both Job-Holders &amp;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Students</td>
<td>Businessmen</td>
<td>Businessmen</td>
</tr>
<tr>
<td></td>
<td>Marital Status</td>
<td>Many Unmarried and Some Married</td>
<td>Unmarried</td>
<td>Many are Married &amp; Some are Unmarried</td>
<td>Both Married &amp; Unmarried</td>
</tr>
<tr>
<td>---</td>
<td>----------------------</td>
<td>---------------------------------</td>
<td>----------</td>
<td>--------------------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Monthly Income</td>
<td>0 to Rs.15000/-</td>
<td>0 to Rs.15000/-</td>
<td>Most have Rs.15000 to Rs.30000 &amp; few have 0 to Rs.15000.</td>
<td>Most have 0 to Rs.15000 &amp; few have Rs.15000 to Rs.30000</td>
</tr>
<tr>
<td>7</td>
<td>Need for Style</td>
<td>Agree</td>
<td>Somewhat Strongly Agree</td>
<td>Somewhat Agree</td>
<td>Disagree</td>
</tr>
<tr>
<td>8</td>
<td>Need for Power</td>
<td>Agree</td>
<td>Agree</td>
<td>Agree</td>
<td>Disagree</td>
</tr>
<tr>
<td>9</td>
<td>Need for Mileage</td>
<td>Somewhat Agree</td>
<td>Neither Agree Nor Disagree</td>
<td>Agree</td>
<td>Agree</td>
</tr>
<tr>
<td>10</td>
<td>Need for Low Price</td>
<td>Somewhat Agree</td>
<td>Somewhat Agree</td>
<td>Somewhat Agree</td>
<td>Agree</td>
</tr>
<tr>
<td>11</td>
<td>Need for More Features</td>
<td>Somewhat Agree</td>
<td>Agree</td>
<td>Agree</td>
<td>Agree</td>
</tr>
<tr>
<td>12</td>
<td>Need for Low Maintenance cost</td>
<td>Somewhat Agree</td>
<td>Agree</td>
<td>Somewhat Strongly Agree</td>
<td>Somewhat Strongly Agree</td>
</tr>
</tbody>
</table>

Cluster 1: The first cluster or the segment consists of people who are between age limits of 20 to 30 years and majority of them are male. Most of the people in this segment are graduates along with few are undergraduates and the segment is solely dominated by job holders. Here many people are unmarried with few are married ones, and their monthly income ranges to a maximum of Rs.15,000. The first thing that these people look for in a two-wheeler is its style and power followed by price, features and maintenance cost. Most of the people in this segment are unmarried young graduates and have a job so they earn their money but with no commitments. Hence these people prefer two-wheelers with style and power, and give little less importance to price of the two-wheelers, their features and maintenance cost.

Cluster 2: The second cluster or the segment comprises of people who are between 20 to 25 years of age; majority are male; same number of graduates and undergraduates are found in this cluster; and it is dominated by both jobholders and students. Mainly unmarried youths constitute this segment with monthly income up to Rs.15000. These people give very high importance to style followed by power, features and maintenance cost. They are not much bothered about the mileage part of the two-wheeler. Since most of these people are unmarried youths who are either undergraduate students with some pocket money and/or fresh graduated jobholders with some basic start-up salaries, these people assign high priorities to style followed by power, features, and low maintenance but don’t care much about mileage as they don’t seem to have any major commitments.

Cluster 3: The third cluster or the segment includes people who are between 25 to 35 years of age; majority are male; graduates; with both jobholders and businessmen; many married and some unmarried people. Most of these people have their monthly income range between Rs.15000 to Rs.30000 and some have income up to Rs.15000. These people pay more importance to low maintenance cost of the two-wheeler followed by power, mileage, and features. They are not much bothered about initial purchase price of the two-wheeler. This trend in their preferences
is quite obvious because these people are little more elderly than previous segments, graduates with all earning class and most of them are married along with some unmarried people. This segment has more number of people whose earning is up to Rs.30000 per month. Therefore their commitments makes them to be conscious about maintenance cost and mileage of the two-wheeler, their age drives them to look for power and features in the two-wheelers and their income substantiates their buying power, so price of the two-wheeler is not contemplated.

Cluster 4: The fourth cluster or the segment holds people who are between 25 to 35 years of age, majority are males; graduates who are doing jobs, and there are both married and unmarried people. Most of them have their monthly income ranging from 0 to Rs.15000 along with some people who have their income between Rs.15000 to Rs.30000. These people give more weight-age to maintenance cost of the two-wheeler followed by mileage, price and features of the two-wheeler. They completely ignore styling and power of the two-wheeler. These people are graduates who are both married and unmarried people and seem to be more matures when its is compared to other segments. Many don’t enjoy huge salaries so they are more concerned about the maintenance cost, mileage, price of the two-wheeler. They also lookout for good features in the two-wheelers but not much bothered about style and power in the two-wheelers as long as they are economical.

Table 3 shows the number of data points which actually belong to each of the four clusters. Out of total 200 data points (respondents), 23 belong to Cluster 1, 66 belong to Cluster 2, 59 belong to Cluster 3 and 52 belong to Cluster 4.

Table 3. Clustered Data Set

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of data points</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>66</td>
</tr>
<tr>
<td>3</td>
<td>59</td>
</tr>
<tr>
<td>4</td>
<td>52</td>
</tr>
</tbody>
</table>

6. CONCLUSION AND FUTURE SCOPE

In this paper, the two-wheeler market segmentation is carried using enhanced clustering algorithm that uses similarity measure for clustering of data. The enhanced clustering algorithm works in two phases; Seed Point Selection and Clustering. The method adapts new strategy to cluster data points more efficiently and accurately, and also avoids dead centers. The enhanced clustering algorithm is found to be efficient in meaningful segmentation of two-wheeler market data. The two-wheeler market was divided into four segments. The results of market segmentation are discussed. Each of the segments reveal some meaningful information which will be helpful for marketing departments of two-wheeler companies to decide which segments to target for their two-wheeler products and which segments to ignore. In that way, the companies will be in a better position to design proper positioning strategies for their products in the selected segments. These segments will also help the marketers to device their marketing mix strategies i.e., their product, price, place and promotion decisions. Future scope exists to incorporate such new clustering mechanisms to improve efficiency of clustering in various fields.
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