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ABSTRACT

The paper deals with the problem of control of continuous-time linear systems by the dynamic output controllers of order equal to the plant model order. The design procedure is based on a solution of the set of linear matrix inequalities and ensures the closed-loop stability using Lyapunov approach. Numerical examples are given to illustrate the design procedure and relevance of the methods as well as to validate the performances of the proposed approach.
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1. INTRODUCTION

In practice, online measurements of all state variables of a process are rarely available and since only their observable outputs are accessible, the output feedback control laws have to be considered. Since, really, the system dynamic may be affected by unmeasurable disturbances the $H_\infty$ approach is proposed to be used in the static and dynamic output feedback control law design.

The static output feedback problem seems to be one of the most important questions in linear control system design, see, e.g. [1], [2], [3], [4] and the reference therein. Because of the importance of these kind control systems, considerable attention was dedicated to the study of suitable design methods. Reflecting the fact that the static output feedback stabilization is a concave-convex problem [5], the design conditions based on solution of various mutually coupled matrix equations or coupled linear matrix inequalities (LMI) was discussed, e.g., in [6], [7].

Exploiting the approaches which potentially allow converting dynamic output controller synthesis into an LMI optimization problem, LMI computational technique has brought a tool to solve also this task. An iterative algorithm for designing the linear time-invariant dynamic output controllers of the prescribed structure was presented in [8], formulating the solution as an optimization based on LMIs in which either the Lyapunov matrix or the controller parameter matrix are alternately regarded as the optimization variables. Another iterative approach was proposed in [9], where a convexifying function is reduced in each iteration step to zero to guaranty the feasibility of the problem. Applying the controller parameter transformation and a mix of performance measures, the no recursive approach noted as the multi-objective synthesis of linear dynamic output-feedback controllers is presented in [10], [11] where each objective is formulated relative to a
variety of the closed-loop transfer function and more relaxed sufficient conditions are derived in terms of LMIs.

The aim of this paper is to compare the existing results in design of non-proper and proper dynamic output controllers, but above all to formulate a new design conditions based on the set LMIs and, as yet, one linear matrix equality (LME) the non-proper dynamic output control as well as to extend the methodology for the proper dynamic output control [12]. Applying to the multi-input and multi-output linear systems convexifying assumptions are solved by modifying the $H_2$ control problem. The stability of the closed-loop system is ensured by finding a suitable Lyapunov matrix within a resolution of the proposed LMIs and LME structure.

The paper is organized in six sections. Following the introduction in Sec. 1, the considered structures of the dynamic output controllers are presented in Sec. 2. The main results are outlined in Sec. 3 and 4, formulating stability analysis and suitable design methods for the given types of output control by use of LMIs. In Sec. 5 the numerical example is given in order to discuss the performances and limitations of the proposed design methods and the last section draws some concluding remarks.

Throughout the paper, the notations are narrowly standard in such a way that $x^T$, $X^T$ denotes the transpose of the vector $x$ and matrix $X$, respectively, $X = X^T > 0$ means that $X$ is a symmetric positive definite matrix, $\text{rank}(\cdot)$ remits the rank of a matrix, $\text{diag}[\cdot]$ designates a block diagonal matrix, the symbol $I_n$ indicates the $n$-th order unit matrix, $R$ denotes the set of real numbers and $R^n$, $R^{n\times r}$ refer to the set of all $n$-dimensional real vectors and $n\times r$ real matrices, respectively.

### 2. PROBLEM FORMULATION

The systems under consideration are continuous-time linear MIMO systems, described in the state-space form by the set of equations

\begin{align*}
\dot{q}(t) &= Aq(t) + Bu(t) \\
y(t) &= Cq(t)
\end{align*}

(1) (2)

where $q(t) \in R^n$, $u(t) \in R^r$ and $y(t) \in R^m$ are vectors of the system, input and output variables, respectively and the matrices $A \in R^{n\times n}$, $B \in R^{n\times r}$, $C \in R^{m\times n}$ are real matrices, provided that $(A, B)$ is stabilisable and $(A, C)$ is detectable.

It is assumed that the system is stabilized by the full order time-invariant be-proper dynamic output controller

\begin{align*}
\dot{p}(t) &= Jp(t) + Ly(t) \\
u(t) &= Mp(t) + Ny(t)
\end{align*}

(3) (4)

and by the full order time-invariant strictly proper dynamic output controller

\begin{align*}
\dot{p}(t) &= Jp(t) + Ly(t) \\
u(t) &= Mp(t)
\end{align*}

(5) (6)
where \( p(t) \in \mathbb{R}^n \) is the vector of the controller state variables, the controller matrices

\[
K_o = \begin{bmatrix} J & L \\ M & N \end{bmatrix}, \quad K^* = \begin{bmatrix} J & L \\ M & 0 \end{bmatrix}
\]  

\( K_o \in \mathbb{R}^{(n+r) \times (n+m)} \), \( K^* \in \mathbb{R}^{(n+r) \times (n+m)} \) has the prescribed structure with respect to the real matrices \( J \in \mathbb{R}^{s_0n} \), \( L \in \mathbb{R}^{s_0m} \), \( M \in \mathbb{R}^{r \times n} \) and \( N \in \mathbb{R}^{r \times m} \) or \( 0 \in \mathbb{R}^{r \times m} \).

Considering that the plant (1), (2) is square, i.e., \( r = m \), the objective is to present design conditions to expose the above described matrix parameters of the dynamic controllers.

### 3. BI-PROPER DYNAMIC OUTPUT CONTROLLER

To analyse the stability of the closed-loop system structure with the bi-proper dynamic output controller, the following form of the closed-loop system description can be introduced

\[
\begin{bmatrix}
\dot{q}(t) \\
\rho(t)
\end{bmatrix} = \begin{bmatrix}
A + BNC & BM \\
LC & J
\end{bmatrix}
\begin{bmatrix}
q(t) \\
\rho(t)
\end{bmatrix}
\]  

\[
\dot{y}(t) = \begin{bmatrix}
0 & I_{r_n} & 0 & I_{r_n}
\end{bmatrix}
\begin{bmatrix}
q(t) \\
\rho(t)
\end{bmatrix}
\]  

After introducing the notations

\[
A^o = \begin{bmatrix}
A & 0 \\
0 & 0
\end{bmatrix}, \quad B^o = \begin{bmatrix}
0 & B \\
I_n & 0
\end{bmatrix}, \quad C^o = \begin{bmatrix}
0 & I_n \\
C & 0
\end{bmatrix}, \quad I^o = \begin{bmatrix}
0 & I_m
\end{bmatrix}
\]

where, in general, \( A^o \in \mathbb{R}^{2n \times 2n} \), \( B^o \in \mathbb{R}^{2n \times (n+r)} \), \( C^o \in \mathbb{R}^{(n+m) \times 2n} \), \( I^o \in \mathbb{R}^{m \times (n+m)} \), the closed-loop state-space equations takes the form

\[
\dot{q}^o(t) = (A^o + B^o K^o C^o) q^o(t)
\]

\[
y^o(t) = I^o C^o q^o(t)
\]

In the sequel, so it is supposed that \((A^o, B^o)\) is stabilizable, \((A^o, C^o)\) is detectable [15] and the matrix product \( C^o B^o \) is nonzero matrix.

**Theorem 1**

The closed-loop system consisting of the plant (1), (2) with the be-proper dynamic output controller (3)-(4) is stable if there exist a symmetric positive definite matrix \( Q^o \in \mathbb{R}^{2n \times 2n} \), a regular matrix \( H^o \in \mathbb{R}^{(n+m) \times (n+m)} \) and a matrix \( Y^o \in \mathbb{R}^{(n+r) \times (n+m)} \) such that

\[
Q^o = Q^{oT} > 0
\]

\[
A^o Q^o + Q^o A^{oT} + B^o Y^o C^o + C^{oT} Y^o B^{oT} < 0.
\]

\[
C^o Q^o = H^o C^o
\]
When the above conditions hold, the common control law gain matrix is given by the equation

\[ K^o = Y^o (H^o)^{-1} \]  \hspace{1cm} (17)

**Proof:** Defining the Lyapunov function as follows

\[ v(q^o(t)) = q^o(t)P^o q^o(t) > 0 \]  \hspace{1cm} (18)

where \( P^o = P^{oT} > 0 \), then

\[ \dot{v}(q^o(t)) = \dot{q}^o(t)P^o q^o(t) + q^o(t)P^o \dot{q}^o(t) < 0 \]  \hspace{1cm} (19)

Substituting (12) and (13) into (19) it yields

\[ \dot{v}(q^o(t)) = \dot{q}^o(t)(A_{o, c}^T P^o + P^o A_{o, c}^o) q^o(t) < 0 \]  \hspace{1cm} (20)

where

\[ A_{o, c}^o = A^o + B^o K^o C^o \]  \hspace{1cm} (21)

and (20) implies

\[ A_{o, c}^o P^o + P^o A_{o, c}^o < 0 \]  \hspace{1cm} (22)

Since \( P^o \) is positive definite, it also yields

\[ Q^o A_{o, c}^o + A_{o, c}^o Q^o < 0 \]  \hspace{1cm} (23)

where \( Q^o = (P^o)^{-1} \) and writing (23) in the open form, it is obtained

\[ Q^o (A^o + B^o K^o C^o)^T + (A^o + B^o K^o C^o)Q^o < 0 \]  \hspace{1cm} (24)

Analysing the matrix product in (24) it can be set

\[ B^o K^o C^o Q^o = B^o K^o H^o (H^o)^{-1} C^o Q^o \]  \hspace{1cm} (25)

where \( H^o \) is a regular square matrix of appropriate dimension.

Defining the following equality

\[ (H^o)^{-1} C^o = C^o (Q^o)^{-1} \]  \hspace{1cm} (26)

and using the notation

\[ Y^o = K^o H^o \]  \hspace{1cm} (27)

then

\[ B^o K^o C^o Q^o = B^o Y^o C^o \]  \hspace{1cm} (28)

(24) implies (15) and (26) implies (16). This concludes the proof.

In practice, the case with \( r = m \) (square plants) is often encountered, where it is generally associated with each output signal a reference signal, which is expected to influence as wanted this output. Such regime, reflecting nonzero set working points, is called the forced regime.
**Definition 1**

The forced regime for (1), (2) with the bi-proper dynamic output controller (3),(4) is given by the control policy

\[
\dot{p}(t) = Jp(t) + Ly(t) \\
u(t) = Mp(t) + Ny(t) + Ww(t)
\]  
(29)  
(30)

where \( r = m \), \( w(t) \in \mathbb{R}^m \) is desired output signal vector, and \( W \in \mathbb{R}^{m \times m} \) is the signal gain matrix.

**Theorem 2**

If the system (1), (2) is stabilizable by the control policy (29), (30) and \([13]\)

\[
\text{rank} \begin{bmatrix} A & B \\ C & 0 \end{bmatrix} = n + m
\]  
(31)

then the matrix \( W \) in (29), designed by using the static decoupling principle, takes the form

\[
W = -(C(A - BMJ^{-1}LC + BNC)^{-1}B)^{-1}
\]  
(32)

**Proof:** In a steady state which corresponds to \( \dot{q}(t) = 0, \dot{p}(t) = 0 \) the equality \( y_s = w_s \) must hold. Denoting \( q_o \in \mathbb{R}^n, y_o, w_o \in \mathbb{R}^m \) as the vectors of steady state values of \( q(t), y(t), w(t) \), respectively, then (1) – (3) and (30) imply

\[
0 = Aq_o + Bu_o \\
0 = Jp_o + LCq_o \\
y_o = Cq_o \\
u_o = Mp_o + Ny_o + Ww_o
\]  
(33)  
(34)  
(35)  
(36)

Since now (34) – (36) implies

\[
u_o = (-MJ^{-1}LC + NC)q_o + Ww_o
\]  
(37)

then, substituting (37) into (33), it yields

\[
0 = (A - BMJ^{-1}LC + BNC)q_o + BWw_o
\]  
(38)

\[
q_o = -(A - BMJ^{-1}LC + BNC)^{-1}BWw_o
\]  
(39)

respectively, and with (35)

\[
y_o = -(A - BMJ^{-1}LC + BNC)^{-1}BWw_o
\]  
(40)

Thus, considering \( y_o = w_o \), then (40) implies (32). This concludes the proof.

The \( W \) matrix is nothing else than the inverse of the closed-loop static gain matrix. This gain matrix can be obtained so by setting \( s = 0 \) in the state-space expression of the transfer function matrix of the closed-loop system with respect to the forced input. Note, the static gain realized by the \( W \) matrix is ideal in control only if the plant parameters, on which the value of \( W \) depends, are known and do not vary with time.
The forced regime is basically designed for constant references and is very closely related to shift of origin. If the command value \( w(t) \) is changed "slowly enough," the above scheme can do a reasonable job of tracking, i.e., making \( y(t) \) follow \( w(t) \) [14].

In most cases the control using the non-proper dynamic output control is practically equivalent to the static output control, as the control law component defined by the output direct part \( Ny(t) \) is dominant. So the static output control is preferred, or the proper dynamic output control is fitted.

### 4. Strictly Proper Dynamic Output Controller

Considering the strictly proper dynamic output controller, the following form of the closed-loop system description is obtained

\[
\begin{bmatrix}
\dot{q}(t) \\
\dot{p}(t)
\end{bmatrix} =
\begin{bmatrix}
A & BM \\
LC & J
\end{bmatrix}
\begin{bmatrix}
q(t) \\
p(t)
\end{bmatrix}
\]

\(y(t) = [0 \quad I_m \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \ quad
\( J_1 = S_1^{-1}(A^T + (S_1 A + L C)Q_1 + S_1 BM_1) \)  

(50)

**Proof:** Defining the Lyapunov function as in (18) then analogously can be obtained

\[
A^T P^r + P^r A^r < 0
\]

(51)

\[
Q^r A^T_r + A^r_r Q^r < 0
\]

(52)

respectively, where \( Q^r = (P^r)^{-1} \). Considering that

\[
Q^r = Q^T = \begin{bmatrix} Q_1 & Q_2 \\ Q_2^T & Q_3 \end{bmatrix} > 0
\]

(53)

then the Schurov complement of (53) (with respect to \( Q_3 \)) is

\[
S_1^{-1} = Q_1 - Q_2 Q_3^{-1} Q_2^T > 0, \quad Q_3 = Q_3^T > 0
\]

(54)

and it can be set

\[
Q_1 - S_1^{-1} = Q_1 Q_3^{-1} Q_2^T > 0
\]

(55)

Using \( S_1^{-1} \), the following transform matrices can be defined

\[
T_1^r = \begin{bmatrix} S_1 & S_1 \\ I & 0 \end{bmatrix}, \quad T_2^r = \begin{bmatrix} I & 0 \\ 0 & -Q_2 Q_3^{-1} \end{bmatrix}
\]

(56)

and it yields

\[
T_1^r T_2^r Q^r T_2^r T_1^r T_1^r = \begin{bmatrix} S_1 & S_1 \\ I & 0 \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & -Q_2 Q_3^{-1} \end{bmatrix} \begin{bmatrix} Q_1 & Q_2 \\ Q_2^T & Q_3 \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & -Q_3^{-1} Q_2^T \end{bmatrix} \begin{bmatrix} S_1 & I \\ S_1 & 0 \end{bmatrix} = \\
= \begin{bmatrix} S_1 & -S_1 Q_2 Q_3^{-1} \\ I & 0 \end{bmatrix} \begin{bmatrix} Q_1 & Q_2 \\ Q_2^T & Q_3 \end{bmatrix} \begin{bmatrix} S_1 & I \\ -Q_2^{-1} Q_2^T S_1 & 0 \end{bmatrix} = \\
= \begin{bmatrix} S_1 & -S_1 Q_2 Q_3^{-1} \\ I & 0 \end{bmatrix} \begin{bmatrix} I & Q_1 \\ 0 & Q_2^T \end{bmatrix} = \begin{bmatrix} S_1 & I \\ I & Q_1 \end{bmatrix} > 0
\]

(57)

where also (55) yields. Analogously,

\[
T_1^r T_2^r A^r Q^r T_2^r T_1^r T_1^r = \begin{bmatrix} S_1 & -S_1 Q_2 Q_3^{-1} \\ I & 0 \end{bmatrix} \begin{bmatrix} A & BM \\ LC & J \end{bmatrix} \begin{bmatrix} I & Q_1 \\ 0 & Q_2^T \end{bmatrix} = \\
= \begin{bmatrix} S_1 A - S_1 Q_2 Q_3^{-1} LC & S_1 BM - S_1 Q_2 Q_3^{-1} J \\ A & BM \end{bmatrix} \begin{bmatrix} I & Q_1 \\ 0 & Q_2^T \end{bmatrix}
\]

(58)

and denoting

\[
J_1 = Q_2 Q_3^{-1} J Q_2^T, \quad L_1 = -S_1 Q_2 Q_3^{-1} L, \quad M_1 = M Q_2^T
\]

(59)

(58) can be rewritten as follows
Finally, it yields
\[ T_1^T T_2^T A^T Q^T T_2^T T_1^T = \begin{bmatrix} S_1 A + L C & (S_1 A + L C)Q_1 + S_1 BM_1 - S_1 J_1 \\ A & AQ_1 + BM_1 \end{bmatrix} \] (60)

where
\[ U = A^T + (S_1 A + L C)Q_1 + S_1 (BM_1 - J_1) \] (62)

Setting \( U = 0 \), i.e.,
\[ S_1 J_1 = A^T + (S_1 A + L C)Q_1 + S_1 BM_1 \] (63)

then (61) imply (47), (48). It is evident that (47), (48) are conditioned by the inequalities (46) and (63) implies (50).

Writing as follows
\[ Q_1 - S_1^{-1} = Q_2 Q_3^{-1} Q_2^T = (Q_1 - S_1^{-1})(Q_1 - S_1^{-1})^{-1}(Q_1 - S_1^{-1}) \] (64)

then with respect to (55) it can be set
\[ Q_2 Q_3^{-1} Q_2^T = (Q_1 - S_1^{-1})(Q_1 - S_1^{-1})^{-1}(Q_1 - S_1^{-1}) \] (65)

which leads to
\[ Q_2 = Q_2^T = Q_1 - S_1^{-1}, \quad Q_3 = Q_1 - S_1^{-1}, \quad Q_3^{-1} = I \] (66)

and, using (59), then (59) gives
\[ J_1 = J(Q_1 - S_1^{-1}), \quad L_1 = -S_1 L, \quad M_1 = M(Q_1 - S_1^{-1}) \] (67)

Thus, (67) implies (49). This concludes the proof.

**Definition 2**

The forced regime for (1), (2) with the strictly proper dynamic output controller (5), (6) is given by the control policy
\[
\dot{p}(t) = Jp(t) + Ly(t) \\
u(t) = Mp(t) + Ww(t)
\] (68) (69)

where \( w(t) \in R^n \) is desired output signal vector, and \( W \in R^{mxm} \) is the signal gain matrix.

**Theorem 4**

If the system (1), (2) is stabilizable by the control policy (68), (69) and satisfies (31) then the matrix \( W \) in (69), designed by using the static decoupling principle, takes the form
Proof: Setting \( N = 0 \) in (32) then (70) is obtained. This concludes the proof.

5. ILLUSTRATIVE EXAMPLE

The features of the considered schemes and the effectiveness of the proposed design conditions are presented using the illustrative example.

The state space representation, describing the chemical reactor model [16], consists of the following matrices

\[
A = \begin{bmatrix}
1.380 & -2.080 & 6.715 & -5.676 \\
-0.581 & -4.290 & 0.000 & 0.675 \\
10.672 & 4.273 & -6.654 & 5.893 \\
0.482 & 4.273 & 1.343 & -2.104
\end{bmatrix},
B = \begin{bmatrix}
0.000 & 0.000 \\
5.679 & 0.000 \\
1.136 & -3.146 \\
1.136 & 0.000
\end{bmatrix},
C^T = \begin{bmatrix}
2 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 1
\end{bmatrix}
\]

and this system in the considered closed loop structures under the non-proper dynamic output control (3), (4) as well as under the proper dynamic output control (5), (6) was used in the presented simulations. Note, the pair \((A, B)\) is controllable and the pair \((A, C)\) is observable.

Within the above system parameters, solving (14)-(16) using the SeDuMi package for Matlab [17], the matrix parameters of the non-proper dynamic output controller were as follows

\[
J = \text{diag}\left[ -0.7195, -0.7195, -0.7195, -0.7195 \right],
N = \begin{bmatrix}
1.2788 & -3.8548 \\
2.8385 & -5.9951
\end{bmatrix},
M = 10^{-10}\begin{bmatrix}
-0.1464 & -0.0096 & -0.0244 & -0.0446 \\
-0.1889 & -0.1022 & -0.0432 & -0.0684
\end{bmatrix},
L = 10^{-10}\begin{bmatrix}
-0.3131 & 0.5737 \\
-0.0831 & 0.0799 \\
-0.2439 & 0.6788 \\
-0.2996 & 0.8917
\end{bmatrix}
\]

and the resulting global closed-loop system eigenvalues spectrum was

\[
\rho(A^\mu) = \{-0.0387, -0.0461, -0.0752 \pm 0.0770i, -0.0072, -0.0072, -0.0072, -0.0072\}
\]

It is evident that in this case the static output control part, determined by the matrix \(N\), is dominant.

Applying the same toolbox to solve LMIs (46)-(48) the obtained set of the proper dynamic controller matrix parameters was as follows

\[
J = \begin{bmatrix}
-2.0338 & 0.2364 & 11.4248 & -6.4693 \\
-0.2450 & -0.0236 & -1.7606 & -9.5833 \\
-7.0794 & 7.1070 & -7.4777 & -2.5268 \\
1.1450 & 7.2147 & 4.2238 & -5.9784
\end{bmatrix}
\]
The both dynamic controller design methods, previously described, were applied to the simulation benchmark. The conditions in simulations were specified for system in the forced regimes, where

\[ p^T(0) = 0, \quad q^T(0) = \begin{bmatrix} 0.1 & 0.1 & 0.0 & 0.0 \end{bmatrix}, \quad w^T(t) = \begin{bmatrix} 2 & 1 \end{bmatrix} \]

and the signal gain matrices \( W_{dn}, W_{dp} \) were computed using (32), (70), respectively, as follows

\[
W_{dn} = \begin{bmatrix} -1.2128 & 3.8408 \\ -2.3680 & 5.9708 \end{bmatrix}, \quad W_{dp} = \begin{bmatrix} -0.0518 & 0.3335 \\ -0.3510 & 0.3335 \end{bmatrix}
\]

Since the same desired output variables have been utilized to assess the each controller ability response and to demonstrate performance with respect to asymptotic properties, the results of the both proposed design method can be immediately compared.

![Figure 1: system variable responses using the dynamic output controllers](image)

The left part of Fig. 1 shows the closed-loop system response with the dynamic output controller (3), (4) and the control policy (29), (30), which matrix parameter was obtained solving (14)-(16), (32). Using the dynamic output controller (5), (6) with the gain matrix parameters satisfying the conditions (46)-(48), (70), the right part of Fig. 1 shows the system response of the closed-loop system for the same system initial conditions and the control policy (68), (69). It is obvious from these figures that both controllers which parameters were obtained using the solutions of the LMI
problems specified by Theorem 1 and Theorem 3 can successfully provide for the closed-loop system steady-state properties and asymptotic dynamics.

6. CONCLUDING REMARKS

New approach for output dynamic feedback control design is presented in this paper. By the proposed procedure the control problem is parameterized in such LMIs set with one additional LME which admit more freedom in guaranteeing the output feedback control performance for a bi-proper dynamic controller and by LMIs set only for a strictly proper dynamic output controller. Sufficient conditions of the controller existence manipulating the stability of the closed-loop systems imply the control structure, which stabilize the system in the sense of Lyapunov and the controller design tasks is a solvable numerical problem. An additional benefit of the method is that controller uses minimum feedback information with respect to desired system output and the approach is enough flexible to allow the inclusion of additional design condition bounds.
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