SPONTANEOUS SMILE DETECTION WITH APPLICATION OF LANDMARK POINTS SUPPORTED BY VISUAL INDICATIONS
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ABSTRACT

When automatic recognition of emotion became feasible, novel challenges has evolved. One of them is the recognition whether a presented emotion is genuine or not. In this work, a fully automated system for differentiation between spontaneous and posed smiles is presented. This solution exploits information derived from landmark points, which track the movement of fiducial elements of face. Additionally, the smile intensity computed with SNiP (Smile-Neutral intensity Predictor) system is exploited to deliver additional descriptive data. The performed experiments revealed that when an image sequence describes all phases of smile, the landmark points based approach achieves almost 80% accuracy, but when only onset is exploited, additional support from visual cues is necessary to obtain comparable outcomes.
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1. INTRODUCTION

Automatic analysis of image content finds its application in many various domains: starting from medical image analysis in order to facilitate diagnosis, going through detection of flaws in products on a production line in a factory, and finishing on human behaviour interpretation. In all these situations, similar approaches for image processing and recognition are implemented. The image content is explored in order to derive some characteristics, which later on become a feature set. These characteristics may originate from visual information, when for instance the texture is exploited as a data source, or describe abstract details, when shape and active shape features are considered.

Having an image sequence of facial gesture it is possible to recognize which emotion was presented with very high efficiency, as was proved in several research works [2, 3, 4, 5, 6]. However, the accuracy of such system performance decreases significantly, when real life scenarios are considered [7, 8, 9], because programs trained on posed emotions displayed in laboratory environment are used to very strong facial gesture presentation, which is not common.
in daily life, not to mention lighting variation or occlusions. Nevertheless, in most cases recognition of the happiness emotion is on satisfactory level. Therefore, further investigations were performed, which aimed at recognition whether the smile corresponding to this emotion is a genuine one or not [10, 11, 12].

When designing a system for smile veracity recognition, two most common approaches are identified: One exploits facial landmarks for feature calculation [10], where distances and characteristic points movement relationship are considered. The other uses data sampled from the image texture [12] and combines them with smile intensity measure. The presented solution is a combination of both. The veracity of smile is described by automatically derived characteristic points, which are later normalized before the features are computed. On the other hand, a smile intensity function derived from the image textural content, following the idea of SNIP system [1], is applied.

The paper starts with description of facial landmarks determination presented in Sec. 2. Next, Sec. 3 presents the method for smile intensity function calculation. The details of image sequence corpora selected for results verification is given in Sec. 4. Then, the results are presented in Sec. 5 and conclusions are drawn in Sec. 6.

2. CHARACTERISTIC POINTS

In order to describe an emotion presented on image, the positions of facial landmarks called also characteristic points are calculated. These landmarks correspond to characteristic regions of the face, such as eyes, nose, lips, etc. and are exploited to track their changes during the presentation of emotion. Figure 1 depicts the placement of data obtained with implementation presented in [13].

2.1 Data Normalization

The subject during emotion presentation may move the head freely in any direction, therefore the landmarks are firstly normalized as was suggested in [10, 11]. It is necessary due to differences in head size, which is mostly noticeable when the head moves in and out of the camera focus as well as anatomical differences between humans should be compensated. Because the proposed automatic method for landmark annotation returns the coordinates in XY-plane only, therefore the rotation normalization was neglected and only scaling the landmarks positions was performed. It assumes a constant distance (100 pixels) between left \((cyle_L)\) and right \((cyle_R)\) eye centres, which coordinates are computed as an average of red marks presented in Fig. 1. New characteristic points coordinates \(p^*_i\) are computed as follows

\[
p^*_i = (p_i - \frac{(cyle_L + cyle_R)}{2}) \cdot \frac{100}{\hat{\varphi}(cyle_L, cyle_R)},
\]

where \(\hat{\varphi}(a, b)\) denotes the Euclidean distance between points \(a\) and \(b\).
2.2 Feature Calculation

In order to distinguish between the posed and genuine smile, its course is divided into onset, apex, and offset phases. The onset is defined as a time from the emotion start to its full presentation. The offset presents signal attenuation, while the apex depicts the full emotion facial gesture. The length of each part may vary between subjects, as well as presented emotions. In order to split the data sequence into these three parts, a smile amplitude signal is considered. Figure 2 presents exemplary progress of smile amplitude change within an image sequence. Such plot is exploited for data division, with assumption that values above 1 represent smile apex. Frames preceding the apex belong to the onset phase, while those following, to the offset. In case when several smile peaks are detected, the longest one is considered in calculations.
The smile strength is given by lip movement amplitude calculated following the formula given in [10, 11]. It exploits the information of landmarks which describes the movement of lips corners and the bottom lip middle point (all pointed in red in Fig. 1). Similarly, for the eye’s region, the eyelid magnitude is computed, basing on eyes corners (red colour in Fig. 1) and middle point of the upper eyelid calculated as an average of coefficients obtained for green points in Fig. 1.

Finally, the features gathered in Tab. 1 are computed separately for each smile phase as well as for each considered facial region. Moreover, information about local signal increase (denoted with ‘+’ symbol in index) and decrease (indicated with ‘-’ symbol in index) are exploited. For each signal $F$, a speed $S = \frac{dF}{da}$ and acceleration $A = \frac{d^2F}{da^2}$ are obtained. That gives 24 features for each region and phase.

Additionally, in the experiments, general approach to feature calculation was investigated. In such case, a set of features for whole smile or eyelid movement intensity was considered and as an increasing part the onset was exploited, while offset described the decreasing element in formulas in Tab. 1. Since some parameters are too strongly related to video duration and could overlap with previously calculated ones, they were removed (Duration) or redefined. For Maximum Amplitude, Mean Amplitude, Total Amplitude, Maximum Speed, Mean Speed, Maximum Acceleration, and Mean Acceleration only one value without distinction for increasing and decreasing parts was calculated. This generalization resulted in 14 features.

![Figure 2. Smile intensity magnitude](image2.png)

**Figure 2. Smile intensity magnitude**

![Figure 3: Exemplary frames from image sequence in UvA-NEMO dataset.](image3.png)

**Figure 3: Exemplary frames from image sequence in UvA-NEMO dataset.**

### 3. Smile Intensity

The smile intensity or amplitude can be also derived from the visual cues. Such a case was presented in [1], where texture operators extract feature vectors to train SVM classifier for recognition between smiling and neutral facial display. This classifier response, in other words the object distance from the division plane, is returned as a smile intensity function. In presented research, this approach for smile amplitude description is evaluated as an alternative one for these calculated exploiting lips corner movement annotated by landmarks. Similarly, the smile intensity function is divided into three phases for which parameters from Tab. 1 are computed.
4. DATABASE

The accuracy of posed and spontaneous smile recognition was verified on the UvA-NEMO database [10], which gathers images presenting only happiness emotion in scenarios allowing to record its both versions. The image sequences collected in this dataset depict happiness emotion presented by 400 subjects, whose age is in the range from 8 to 76. There are 1240 videos presenting 597 spontaneous and 643 posed facial gestures sequences. The data was recorded in controlled environment in RGB format with high resolution of $1920 \times 1080$ pixels, what results in average face resolution of $400 \times 400$ pixels. Some examples are given in Fig. 3.

5. EXPERIMENTS AND RESULTS

The goal of this experiment was to investigate not only the region influence on smile veracity detection but also the impact of the smile phase. The feature vectors built from parameters adequate for onset, apex, and offset phases of smile and eye magnitude were calculated. Moreover, a combination of all phase data was tested and the global approach for parameter calculation was exploited. The combination of all phase and global parameters was named total and tested as well. The features were fed on support vector machine (LIBSVM [14]) with linear kernel, for which the best parameter was evaluated in range $\epsilon = 10^{-5} - 10^5$. Figure 4 presents scores obtained for UvA-NEMO dataset.

![Figure 4: Influence of facial region described by features on classification rates.](image4)

![Figure 5: Classification rates when early fusion method was chosen for classification.](image5)
Results gathered in Fig. 4 revealed that it is possible to distinguish the posed from genuine smile with high accuracy. This plot shows also that the biggest influence on smile type detection has the onset phase, however for data exploiting smile intensity, similar results were obtained for the apex. Moreover, incorporating information obtained in other phases in all feature vector proved to give the best results. As presumed the global approach outcomes are slightly worse and its combination with all does not improve the accuracy (total), except for the smile intensity case. It is also worth noticing that it is easier to distinguish spontaneous emotion from posed ones, when lips magnitude is considered.

In order to create more accurate classifier, several options were considered. Figure 5 collects correct classification performances for concatenated features vectors describing all possible combinations of pairs of accessible descriptors. The best score of 79% was obtained for the total feature vector build from eyelids and lip corner amplitudes, and slightly outperformed the results when data was described by lips corners supported by smile intensity, which reached 78.47%.

Finally, Fig. 6 presents correct classification performance ratios when two different approaches for outcome computation were investigated. The early fusion data was obtained by concatenation of feature vectors computed in first experiment and then classified with SVM. The late fusion applied three SVMs classifiers for each feature vector generated in first experiment and used voting to obtain the final score.

The conducted experiments show that it is possible to determine with high probability the veracity of smile using automatic method for landmark detection or visual approach of smile intensity description. Exploiting data derived only from landmark points with calculation of features both for local phases supported with global information enabled correct recognition with almost 80% accuracy. On the other hand, when only onset phase was accessible, combination of amplitude data derived from landmarks with those computed when visual data was exploited were not far behind.

![Figure 6: Classification rates when different fusion methods were chosen for classification.](image-url)
6. CONCLUSIONS

This work presents fully automatic approach to smile veracity detection, which is based on landmarks movements estimation within an image sequence and is supported by information derived from visual cues. Namely, the lip corner and eyelid movements magnitudes are derived from characteristic point location and smile intensity function is achieved from the SNiP system. The feature vector was obtained as a combination of parameters computed for each input function. Using SVM for classification of parameters derived from these data, it was shown, that it is possible to achieve the accuracy of almost 80%, when all information was used. However, only slight deterioration is noticed, when parameters were reduced to describe the onset phase only. In further research, the visual content of images will be explored to improve the classification performance.
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