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\textbf{ABSTRACT}

Day by day data is increasing, and most of the data stored in a database after manual transformations and derivations. Scientists can facilitate data intensive applications to study and understand the behaviour of a complex system. In a data intensive application, a scientific model facilitates raw data products to produce new data products and that data is collected from various sources such as physical, geological, environmental, chemical and biological etc. Based on the generated output, it is important to have the ability of tracing an output data product back to its source values if that particular output seems to have an unexpected value. Data provenance helps scientists to investigate the origin of an unexpected value. In this paper our aim is to find a reason behind the unexpected value from a database using query inversion and we are going to propose some hypothesis to make an inverse query for complex aggregation function and multiple relationship (join, set operation) function.
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\section{1. INTRODUCTION}

In the database system domain: Data provenance, a kind of metadata, it is called lineage or pedigree which provides description of the origins of a piece of data and the process by which it arrived in a database. At present time, in different areas, such as e-science, data-warehousing etc. are required by origin of data to avoid unexpected value. To find data provenance the author has introduced different techniques such as GIS, VDL (Virtual Data Language), DB-Notes, BF05, SPG05a, SPG05b etc. But, the relationship between the data and its sources is very complex and...
difficult to identify. So we want to use a kind of data provenance technology to automatically find out from where the unexpected data users were obtained from when users see the anomalous and suspicious data. To get better result we are going to introduce query inversion technique for some complex aggregation or multiple relationship function. Uses of the property by which some derivations can be inverted to find the input data supplied to them to derive the output data. Examples include, if an output of a database query Q applied on some source data D and given tuple is T then we want to understand which tuples in D contributed to get the output tuple T. A natural approach is to generate a new query Q0, determined by Q, D and T, such that when the query Q0 is applied to D, it generates a collection of input tuples that contributed to the output tuple T. In other words, we would like to identify the provenance by inverting the original query [10].

2. OVERVIEW OF EXISTING APPROACHES

Representing data provenance has two major approaches: annotation and inversion. Inversion approach is used to operate on an output data to find an input data. In area of data warehouses, Cui, Widom, and Wiener [27] first introduced the problem of relational database tracing data using query inversion. A disadvantage of this approach is that it cannot be used as sub-queries of normal relational queries and only partially benefit from the query optimization of the underlying Database Management System (DBMS). Another mechanism is called where-provenance [1]. Mainly, we use this technique for determining where annotations are propagated from. Boris Glavic et al. [28] also introduced a mechanism that is call Provenance Extension Relational Model (PERM). The PERM prototype supports provenance computation using Structured Query Language (SQL). But the disadvantage of this technique is that it does not work for correlated sub-queries.

One of the earlier definitions was given in the context of geographic information system (GIS). In GIS, data provenance is known as lineage which explicates the relationship among events and source data in generating the data product [1]. In the context of data-base systems, data provenance provides the description of how a data product is achieved through the transformation activities from its input data [2].

Annotation systems like DB-Notes [CTV05] and MONDRIAN [GKM05] is a common approach in life sciences [4] and it enables a user to annotate data item with an arbitrary number of notes which are normally propagated when annotated data is transformed.

VDL (Virtual Data Language) provides query and data definition facilities for the Chimera system [3] and it supports relational or object-oriented databases and SQL-like transformations.

The PReServ (Provenance Recording for Services) [GMM05, GJM+06a] approach uses a central provenance management service. It uses a common interface to enable different storage systems as a provenance store.

Trio is a recursive traversing lineage algorithm to achieve complete provenance of a particular output tuple which introduces a new query language TriQL [5] to deal with uncertainty and lineage information.

3. QUERY INVERSION MECHANISM

A considerable research effort has been made by the database community to manage data provenance. Data provenance can be defined at different granularity levels such as relation or tuple. Furthermore, data provenance has been categorized based on the type of queries (e.g. why,
where, how) it can satisfy. Different techniques have been proposed to generate data provenance in the context of a database system. But we are using query inversion techniques to find out data provenance from relational and complex database system easiest and fastest way.

To find specific data from databases we used some query. But we do not know behind this query at the execution time compiler need to process some tuples to generate output. Sometimes due to those tuples we get some unexpected results. We can not find which tuple is responsible for this unexpected value. But following our query inversion technique we have become able to find the problem showing the original data (see figure 1). Example, we wanted to see the sum of salary as per job category.

![Data provenance technique overview.](image1)

**Code:** select job,sum(salary) from emp group by job

So we wrote above query to see the result, but it was showing an “Invalid number”. Although our query is right but it was showing unexpected result because in our database there might be unwanted tuple. Due to that tuple this query is not working properly. Now we need to check all the values of the database to figure out the problem but at the present time the data is increasing and we have to process a huge amount of data daily. So it is not possible to check all the values and it is not time efficient. After analyzing the query we have developed an inverse query that is showing that unexpected tuple.

**Code:** select job,salary from emp where job in (select job from emp group by job) (see figure 2).

![Showing the unexpected tuple using an inverse query.](image2)
3.1. Inverse Query hypothesis making technique

Inversion technique provides compact representation of provenance and this is the main advantage of this technique. But it is restricted to a certain class of multiple relationship queries and not universally applicable [26]. So in this section, our aim is to provide a hypothesis about possibility of developing of inverse query technique that can eliminate a limitation of multiple relationship queries.

When we need data manipulation we use some queries to get output but behind this output compiler need to process some tuples. After analyzing those tuples we have introduced some keys and extra tuples for our inverse query. Here we have described some complex aggregation and multiple relationship function in a generalized form of query and inverse query. We also have described the flow chart of the whole development procedure. In the flow chart we have to follow a life cycle to complete our inverse query (see figure 3, 4, 5). A Life cycle is a Black Arrow → Green Arrow → Red Arrow → Green Arrow.

3.1.1. Aggregation Functions

Oracle and other query languages support at least five aggregation functions such as min, max, count, sum, and avg. Aggregate functions are handled by adding parameter values to the group by list and adding the keyword condition for the aggregate column in the having clause instead of the where clause of the inverted query. For example if the general form query is:

**Code:** select ΔH1, f(ΔH2) from r group by ΔH1 having <predicate>

Then, the inverse query is as follows:

**Code:** select ΔH1, ΔH2 from r where ΔH1 in (select ΔH1 from r group by ΔH1 having <predicate>)

Now, when adding keyword selections to the above keyword inverse query, any selections related to ΔH1 are added to the WHERE clause as before; however, selections relating to f(ΔH2) are added to a HAVING clause.

The relational algebraic translation of our above inverse query is:

\[ \prod_{\Delta H_1, \Delta H_2, \ldots, \Delta H_n} (\exists \mathbf{p} \cap \mathbf{q} > 0 (r)) \cap \prod_{\Delta H_1, \Delta H_2, \ldots, \Delta H_n} (\exists \mathbf{p} \cap \mathbf{q} > 0 (r)) \]

Here \( \prod \) =select clause, \( \exists \) =where clause for predicate, \( \mathbf{p} \) =projection of attributes and \( r \) =table name.

**Example of complex Aggregation function:** Our generalized approach will work for all normal, complex and multiple relational aggregation functions.

**Code:** select sum(e.sal), count(t.deptno) from emp e, dept t

Now if we want to make an inverse query following our algorithm (see figure 3) for complex relationship, first of all we need to put select key then all attributes, from keyword and table name. After that according our algorithm, we need to put where keyword and first attribute without function attribute value, but here we can see that without function attribute there is no attribute, so we do not need to check the rest of the query after a table name. Our final inverse query will be as following:
Following our generalized formula, it is possible to find data provenance for all simple, complex and multiple relationship aggregation functions. But for some correlated sub-queries our generalized formula does not work and it is the only limitation.

Figure 3. Inverse Query making procedure for aggregation functions.

3.1.2. Join Operation

The problem of join ordering is very restricted and at the same time it is a very complex one because it combines two or more tables in a relational database. At the compilation time if it has found any abnormal tuple it cannot produce a result. So it is very difficult to find out the problem after searching multiple tables. For every tuple in the left input an output tuple must be produced for every tuple in the right input. A join operation can be implemented much more efficiently. The approaches to handle the join operations are very similar to the ones for handling the aggregation function queries that are described in detail in the above section (3.1.1) but the difference is here we need to create a relationship between two or multiple tables. For example if the general form query is:

**Code:** select $\Delta H_1, f(\Delta H_2)$ from $r_1$ natural join $r_2$ group by $\Delta H_1$ having <predicate>

Then, the inverse query is as follows:

**Code:** select $\Delta H_1, \Delta H_2$ from $r_1$ natural join $r_2$ where $\Delta H_1$ in (select $\Delta H_1$ from $r_1$ natural join $r_2$ group by $\Delta H_1$ having <predicate>)

In this case we have to be more careful about the tuples in relationship to the different tables. The relational algebraic translation of our above inverse query is:
Here $\prod$=select clause, $\bigwedge$=where clause for predicate, $p$=projection of attributes, $r$=table name and $\bowtie\bowtie\bowtie\bowtie$=join operation name.

**Example of complex Join operation:** Our generalized approach will work for all normal, complex and multiple relational join operations.

**Code:**
```
select count(cus.cust_first_name), sum(ord.order_total), sum(pro.quantity) from demo_customers cus natural join demo_orders ord natural join demo_order_items pro
```

Now if we want to make an inverse query following our algorithm (see figure 4) for multiple relationship, first of all we need to put select key then all attributes, from keyword and table name with join keyword. After that according our algorithm, we need to put where keyword and first attribute without function attribute value, but here we can see that without function attribute there is no attribute, so we do not need to check the rest of query after a table name. Our final inverse query will be as following:

**Code:**
```
select cus.cust_first_name, ord.order_total, pro.quantity from demo_customers cus natural join demo_orders ord natural join demo_order_items pro
```

Following our generalized formula it is possible to find data provenance for all simple, complex and multiple relationship join operations. But for some correlated sub-queries our generalized formula does not work and it is the only limitation.
### 3.1.3. Set Operation

Set operation allows to be combined the results of multiple queries into a single result. Queries containing set operators are called compound queries. It includes union, intersect, minus operation in a database.

#### 3.1.3.1 Intersect

A set intersection can be handled by individually inverting a query with respect to each keyword and then taking a join of the inverted queries on the common parameters. Let’s consider a general query:

**Code:** select \( \Delta H_1 \) from \( r \) where \( <\text{predicate1}> \) intersect select \( \Delta H_1 \) from \( r \) where \( <\text{predicate2}> \)

Then, the inverse query is as follows:

**Code:** select distinct \( \Delta H_1, \Delta H_2, \Delta H_3 \ldots. \) from \( r \) where \( <\text{predicate1}> \) and \( \Delta H_1 \) in (select \( \Delta H_1 \) from \( r \) where \( <\text{predicate2}> \))

The relational algebraic translation of our above inverse query is:

\[
\pi_{\Delta H_1, \Delta H_2, \ldots, \Delta H_n}( \sigma_{p^\text{contains}(\Delta H_1, \Delta H_2, \ldots, \Delta H_n) \cap k>0}(r) ) \cap \pi_{\Delta H_1, \Delta H_2, \ldots, \Delta H_n}( \sigma_{p^\text{contains}(\Delta H_1, \Delta H_2, \ldots, \Delta H_n), k>0}(r) )
\]

#### 3.1.3.2 Union

Handling the union clause is complex mainly due to these reasons:

1. Each subquery involved in the Union may contain some of the keywords.
2. Each subquery in the Union may contain only a subset of the overall query parameters.

The approaches to handle the union clause are very similar to the ones for handling the intersect queries and are described in detail in section (3.1.3.3). Let’s consider a general query:

**Code:** select \( \Delta H_1 \) from \( r \) where \( <\text{predicate1}> \) union select \( \Delta H_1 \) from \( r \) where \( <\text{predicate2}> \)

Then, the inverse query is as follows:

**Code:** select distinct \( \Delta H_1, \Delta H_2, \Delta H_3 \ldots. \) from \( r \) where \( <\text{predicate1}> \) or \( \Delta H_1 \) in (select \( \Delta H_1 \) from \( r \) where \( <\text{predicate2}> \))

The relational algebraic translation of our above inverse query is:

\[
\pi_{\Delta H_1, \Delta H_2, \ldots, \Delta H_n}( \sigma_{p^\text{contains}(\Delta H_1, \Delta H_2, \ldots, \Delta H_n) \cup k>0}(r) ) \cap \pi_{\Delta H_1, \Delta H_2, \ldots, \Delta H_n}( \sigma_{p^\text{contains}(\Delta H_1, \Delta H_2, \ldots, \Delta H_n), k>0}(r) )
\]

#### 3.1.3.3 Minus/Except

The Minus/Except clause/operator is used to combine two SELECT statements and returns rows from the first SELECT statement that are not returned by the second SELECT statement. This means except/minus returns only rows, which are not available in the second SELECT statement.
Let’s consider a general query:

**Code:** select ∆H1 from r where <predicate1> minus select ∆H1 from r where <predicate2>

Then, the inverse query is as follows:

**Code:** select distinct ∆H1, ∆H2, ∆H3..... from r where <predicate1> and ∆H1 not in (select ∆H1 from r where <predicate2>

The relational algebraic translation of our above inverse query is:

\[ \Pi_{\Delta H1, \Delta H2, ..., \Delta Hn}(\sigma_{\text{p}^\text{contains}((\Delta H1, \Delta H2, ..., \Delta Hn) \cap k>0)}(r \bowtie r)) \setminus \Pi_{\Delta H1, \Delta H2, ..., \Delta Hn}(\sigma_{\text{p}^\text{contains}((\Delta H1, \Delta H2, ..., \Delta Hn),k>0)(r \bowtie r)}) \]

![Figure 5. Inverse Query making procedure for set operation.](image)

**Example of complex Set operation:** Our generalized approach will work for all normal, complex and multiple relational set operations.

**Code:** select course_id from section where semester='Fall' and year=2009 intersect select course_id from section where semester='Spring' and year=2010 union select course_id from teaches where semester='Fall' and year=2009

From above query we can see that there are two set operations: intersect and union. So following our algorithm (see figure 5), the inverse query will be:

**Code:** select course_id,semester,year from section where semester='Fall' and year=2009 and course_id in (select course_id from section where semester='Spring' and year=2010) or course_id in (select course_id from teaches where semester='Fall' and year=2009)
Following our generalized formula it is possible to find data provenance for all simple, complex and multiple relationship set operations. But for some correlated sub-queries our generalized formula does not work and it is the only limitation.

3.2. Prototype Development Algorithm:

First of all we have separated all keys, tables, attributes and predicates from the main query then we have checked the query to find its aggregation, set operation or join operation. Finally our prototype dynamically set those values following the sequence of the previous flow chart (see figure 3, 4, 5).

![Algorithm 1 Find out attributes, keys, tables and predicates](image)

Figure 6. Algorithm for separating keys, attributes, tables and predicate.

4. EXPERIMENTAL RESULT

We have developed a prototype that is providing an inverse query for any given query. After that we have checked this inverse query is right or wrong in Oracle Database XE 11.2. We have written a query to get total summation of salary and bonus information the specific department name category field.

**Query:** select dept_name,sum(bonus+salary) from instructor group by dept_name  
**Output:** Invalid Number
After that, now we want to know how to get the above results which tuples are working and which one is responsible for an unexpected result. Then we use our inverse query:

**Inverse Query:** select dept_name,bonus,salary from instructor where dept_name in(select dept_name from instructor group by dept_name)

![Inverse Query Output](image)

Figure 7. Output of inverse query for above aggregation function.

From our inverse query output (see figure 7) we can see that there is a tuple which contains an unexpected value. Due to this value our main query provides an unexpected result.

We tested for set operation and join query, we got accurate result to find data provenience.

**Query:** select course_id from section where semester='Fall' and year=2009 intersect select course_id from section where semester='Spring' and year=2010 union select course_id from teaches where semester='Fall' and year=2009 minus select course_id from takes where semester='Fall' and year=2010 (see figure 8).

![Course IDs](image)

Figure 8. Output of above intersect query.

**Inverse query:** select course_id,semester,year from section where semester='Fall' and year=2009 and course_id in (select course_id from section where semester='Spring' and year=2010) or course_id in ( select course_id from teaches where semester='Fall' and year=2009) and course_id not in (select course_id from takes where semester='Fall' and year=2010) (see figure 9).

![Course IDs](image)

Figure 9. Output of above intersect inverse query.
Query: select cust_first_name,sum(order_total),sum(quantity) from demo_customers natural join demo_orders natural join demo_order_it ems group by cust_first_name (see figure 10).

<table>
<thead>
<tr>
<th>CUST_FIRST_NAME</th>
<th>SUM(ORDER_TOTAL)</th>
<th>SUM(QUANTITY)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eugene</td>
<td>6280</td>
<td>34</td>
</tr>
<tr>
<td>John</td>
<td>23800</td>
<td>27</td>
</tr>
<tr>
<td>William</td>
<td>10300</td>
<td>27</td>
</tr>
<tr>
<td>Edward</td>
<td>12395</td>
<td>27</td>
</tr>
<tr>
<td>Fred</td>
<td>5450</td>
<td>16</td>
</tr>
<tr>
<td>Albert</td>
<td>4750</td>
<td>12</td>
</tr>
<tr>
<td>Edward &quot;Butch&quot;</td>
<td>4240</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 10. Output of above join query.

Inverse Query: select cust_first_name,order_total,quantity from demo_customers natural join demo_orders natural join demo_order_items where cust_first_name in(select cust_first_name from demo_customers natural join demo_orders natural join demo_order_items group by cust_first_name) (see figure 11).

<table>
<thead>
<tr>
<th>CUST_FIRST_NAME</th>
<th>ORDER_TOTAL</th>
<th>QUANTITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eugene</td>
<td>1890</td>
<td>10</td>
</tr>
<tr>
<td>Eugene</td>
<td>1890</td>
<td>8</td>
</tr>
<tr>
<td>Eugene</td>
<td>1890</td>
<td>5</td>
</tr>
<tr>
<td>John</td>
<td>2380</td>
<td>3</td>
</tr>
<tr>
<td>John</td>
<td>2380</td>
<td>3</td>
</tr>
<tr>
<td>John</td>
<td>2380</td>
<td>3</td>
</tr>
<tr>
<td>John</td>
<td>2380</td>
<td>3</td>
</tr>
<tr>
<td>John</td>
<td>2380</td>
<td>2</td>
</tr>
<tr>
<td>John</td>
<td>2380</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 11. Output of above join inverse query.

Finally, we have become able to find the data provenance (see figure 2, 7, 8, 9, 10, 11) using our inverse query. Now if any user gets an abnormal or unexpected value, or they want to check behind their query, which tuples work, they can easily check by creating an inverse query.

4.1. Performance Evaluation:

To check performance of our new algorithm all experiments are performed on Intel core i3 machine with 4 GB ram and the size of our test database 10MB, 100MB and 500MB. For testing we have used three types of SQL query such as normal (Q1), complex (Q2) and multiple relationship (Q3) of four tables. To get execution time for each query we wrote “set statistics time
on” before our query and at the end of our query we also added “set statistics time off”. We evaluated execution time of each query for aggregation function (see table 1), join operation (see table 2) and set operation (see table 3). Analyzing the experimental results of aggregation function (see table 1), we can see that in most of cases there is a little time execution difference between the main query and the inverse one. If we compare small (10MB) and large (500MB) datasets, the execution time of our inverse queries is not increasing too much.

Table 1. The Execution time for each query of Aggregation function.

<table>
<thead>
<tr>
<th>Query</th>
<th>10MB</th>
<th>100MB</th>
<th>500MB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Query</td>
<td>Inverse query</td>
<td>Query</td>
</tr>
<tr>
<td>Q1</td>
<td>35 ms</td>
<td>36 ms</td>
<td>69 ms</td>
</tr>
<tr>
<td>Q2</td>
<td>66 ms</td>
<td>69 ms</td>
<td>149 ms</td>
</tr>
<tr>
<td>Q3</td>
<td>19 ms</td>
<td>321 ms</td>
<td>29 ms</td>
</tr>
</tbody>
</table>

Table 2. The Execution time for each query of Join operation.

<table>
<thead>
<tr>
<th>Query</th>
<th>10MB</th>
<th>100MB</th>
<th>500MB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Query</td>
<td>Inverse query</td>
<td>Query</td>
</tr>
<tr>
<td>Q1</td>
<td>49 ms</td>
<td>70559 ms</td>
<td>69 ms</td>
</tr>
<tr>
<td>Q2</td>
<td>52 ms</td>
<td>88015 ms</td>
<td>81 ms</td>
</tr>
<tr>
<td>Q3</td>
<td>55 ms</td>
<td>90939 ms</td>
<td>92 ms</td>
</tr>
</tbody>
</table>

Table 3. The Execution time for each query of Set operation.

<table>
<thead>
<tr>
<th>Query</th>
<th>10MB</th>
<th>100MB</th>
<th>500MB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Query</td>
<td>Inverse query</td>
<td>Query</td>
</tr>
<tr>
<td>Q1</td>
<td>3 ms</td>
<td>9598 ms</td>
<td>8 ms</td>
</tr>
<tr>
<td>Q2</td>
<td>2 ms</td>
<td>8598 ms</td>
<td>9 ms</td>
</tr>
<tr>
<td>Q3</td>
<td>3 ms</td>
<td>9321 ms</td>
<td>14 ms</td>
</tr>
</tbody>
</table>

Execution time changes rather high from main query to inverse query for join and set operations. And if we compare the execution time of our inverse query for small (10MB) and large (500MB) datasets, the difference will be higher due to in this case a processor needs to process a huge dataset to provide the results.

5. CONCLUSION AND FUTURE WORK

Nowadays, provenance of data products is a widely-studied topic that attracts much attention of researchers. In this paper the main focus was to provide a guideline to find data provenance for unexpected values. To solve this problem we used an inverse query mechanism. Therefore, we showed that can easily find data provenance with the use of inverse queries. We proposed the
generalized forms that work for all types of normal, complex and multiple relationship queries except nested query. We presented also the execution times of our inverse queries for small and large datasets. Finally, we found that the execution time is not high for large datasets comparing to small datasets, and in most of the cases our solution is rather fast. Thus this technique can be used in different applications. For example, we generate business reports using different applications. If we suspect any errors in these reports, we have to check the related source datasets manually. Now this problem has been solved by using the proposed technique, as we can easily find the possible error in rather efficient way.

Since the proposed technique does not work for sub-queries, but only works for normal, complex and multiple relationship functions, the sub-queries go in focus of future research. Thus we plan to solve the sub-queries problem by improving the technique and develop a web prototype so that any user could generate the inverse query related his or her main query.
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