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ABSTRACT

This paper concludes and analyses four widely-asgdrithms in the field of online clustering:
sequential K-means, basic sequential algorithmieste, online inverse weighted K-means and
online K-harmonic means. All algorithms are appliedthe same set of self-generated data in
2-dimension plane with and without noise separaféhe performance of different algorithms is
compared by means of velocity, accuracy, purityd esbustness. Results show that the basic
sequential K-means online performs better on dathout noise, and the K-harmonic means
online performs is the best choice when noise fiates with the data.
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1.INTRODUCTION TO SEQUENTIAL CLUSTERING

Clustering is the process of grouping a set ofabjaccording to certain criteria such that members
in each group are similar. It is one of the mogiamant tools in fields of machine learning andadat
mining, and is widely used in areas like social meghalysis, image processing, psychological
analysis, etc. Traditional algorithms have been-established, but most of them aim at still and
unchanged data. With the frequent appearance ofdaig and the mutative market demand,
dynamic and time-series data are usually prefereed] the algorithms couldn’t meet the
requirement of users in many cases any more. Saguelustering (or online clustering), as the
name indicates, is the kind of clustering that deih sequential. Its rapidity and accuracy on
processing time-sequenced data in real-time apica make it the perfect solution for the
uprising problems. Therefore, research into itésdming really meaningful.

Currently, lots of studies have been conducted the sequential clustering. Many, if not

overmuch, theories are proposed and algorithmsleveloped, bringing prosperity along with

inconvenience to this field. Software engineers @nogram developers sometimes may get
confused when trying to select the algorithm foeithwork. A direct comparison between

algorithms should be conducted, so that performmacel characteristics of different algorithms
can be listed clearly as important references &ara This paper is aiming at comparing and
analysing the performances of different prevailhgprithms on sequential clustering.

To do the task, three parts of work are requiredexplain the basic theory carefully, to apply
different algorithms to the same problem, and talys®e and evaluate the result in a convincing
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way. Many researches have done great in some aspetfew have completed all the three parts.
Nevertheless, this paper is inspired largely byrtherks.

Aghabozorgiet al. [1]did a really outstanding workreviewing the history of sequential clustering
and categorizing different algorithms accordinglifferent criteria. He concluded that there are
basically 3 categories of all the algorithms: gemmiing algorithm, which create groups from
unlabelled objects in the way that each group d¢ostat least one object; hierarchical algorithm,
which produce a hierarchy of clusters using agghamne= or divisive algorithms; multiple-step
algorithm, which combines different methods by dirg the work into multiple steps. Barbakhet
al. [2] wrote a comprehensive book on clusteringoathms and explained the mechanisms
thoroughly, including that of DBSCAN, IEK, IWKO, KMO, etc, which has been a good reference
for this paper. Their works view the field of segtial clustering from the top, providing good
understandings and great perspectives, but lattieistage of operation. Sardar et al.[3] modified
traditional K-means algorithm into parallel onethat it can be implemented on top of Hadoop
with increased accuracy and efficiency; Huang d#jabeveloped a new time-series K-means
algorithm, which would improve the performance &pleiting inherent subspace information of a
time series data set; Yang et al.[5] constructeww framework combining the advantages of
clustering and classification, and compared thelregth traditional frameworks. Zhao et al. [6]
developed an algorithm for mixed data based onrimébion entropy, and test the data with 8
different datasets under 3 evaluation measuresoudth they managed to improve one certain
algorithm of clustering rather than compare differ@gorithms, their studies are really helpful on
the methodologies of implementing and evaluatirgrthlgorithms. There are also more studies
explaining the details and pros and cons for alsiatgorithm, such as the book by manning
explaining everything about sequential K-meansfy the report by Grzegorzek presenting the
basic sequential algorithm scheme [8]. They are hedpful in their methodology and study
structure, but they are very good teachers.

Inspired by the previous works, this paper chodses algorithms to study: sequential K-means,
BSAS, IWKO and KHMO, as they are based on the sinidea of partitioning, and they can be
easily implemented on self-generated data withtiegigools. Theories will be explained in the
next part.

The format of remaining paper is that: the Secflaescribes the theories and characteristics of
four most widely-used partitioning clustering methpthe Section 3presents the implementation of
those algorithms on a certain set of data, andSietion 4 evaluates their effectiveness and
performances to decide on the best algorithm anteafpur.

2. THEORIES OF FOUR COMMONLY -USEDALGORITHMS FOR
SEQUENTIAL CLUSTERING

2.1. Sequential K-means Algorithm

The first algorithm we are discussing is the SetjaseK-means Algorithm. The normal offline
K-means algorithm[5] start with K randomly choseenters(or prototypes). All the data are
clustered by their Euclidean distance to the caamdrform K clusters. Calculate the mean value for
data in each cluster, set the mean values as neterseand then go through the same process,
getting K new clusters with new centers. Repeaptbeess until it stabilizes so that a good set of
clusters can be decided.

Instead of having the examples all at once in #giriming and do the clustering afterwards, the
sequential algorithm updates one example at a tiluster the new example and re-calculate the
center for this particular cluster. [6] Awidely asalgorithm is as follow.
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Make initial guesses for the means ;
Set the counts to zero;
Until interrupted:
Acquire the next example;
If is closest to x:
Increase for 1;

Replace by e

This method is accurate but involves unnecessdeylesions. A similar algorithm replaces the

part by a consistent learning ratebetween 0 and 1, which sacrifices the relativeigy for a
higher speed.

Define a constant between 0 and 1;
Make initial guesses for the means
Until interrupted:

Acquire the next example, Xx;

If is closest to x, replace by

This algorithm has a characteristic of being 'ftiige A newer example would have a higher
weight on calculating new clusters than the oldspas the final value of can be represented as

where is the initial guess, ands the of examples used to form m.

Sequential data can be processed more quickly Hiaeetly with the Sequential K-means
Algorithm, but a question on this algorithms is htmachoose the initial prototypes. A good set of
initial value could vastly reduce the amount ofcoddtion, while a bad set would do the opposite.

2.2. Basic Sequential Algorithmic Scheme (BSAS)

In the sequential K-means algorithms we've justcudised, the number of clusters is
pre-determined, but the number along with many rottetails of the upcoming vectors are not
known a priori in many circumstances, making themir algorithm useless. To avoid this
problem, the BSAS is proposed.

The method of BSAS obeys two certain rules: Alltees are presented to the algorithm only once;
the clusters are gradually generated in the clngtggrocess. [3]When the distance between an
upcoming example and any other clusters is beyotiteshold, a new cluster is created. The
mechanism of this algorithm is stated below.

Define the number of clusters m and its roof ligpit
Initialize m = 1,
Define the first cluster [
Fori=2toN:
Find "# $% gg # (
If# )*
m=m+1;

Else
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+ L
Update representatives if necessary.

The representative is used to calculate the disthatween examples and clusters, and it is usually
the mean value of all vectors in a single cludtas. updated by the following equation:

A 012

]
- 7
Sometimes people also use the distance betweethexample and the nearest or farthest vector

in a cluster as representative, but the mean vegpoesentative outstrips these by its accuracy and
concision.

Problem of this algorithm is that the result ofstiring is severely influenced by the order of
coming examples, and an improved BSAS algorithmochices two threshold values to solve this
problem. [7] One threshold is used to decide whrdihereate a new cluster as before, while the
other — bigger than the first one — is used todkewrhether to put a new example into an existed
cluster. The detailed algorithm is stated below.

Define the number of clusters m and initialize rh;=
Define the size of store j and initialize j = 1;
Define two threshold values and3* where* )* ;
Define the first cluster I
Fori=2toN:
Find3 "# $% gg # G
If# )
m=m+1;
Else if # 4% "
+
Update representatives if necessary;
Else:
Store ;
=i+
While 350:
Fori=2toj:
Repeat the former loop but get example from thesto
Randomly select an example from the store and eaiew cluster.

This method involves a great larger amount of datmn, but it prevents the effect of coming
data's order in the clustering process. It is sgmrtant to note that this modification to the BSA
will make it work better by only updating the prtytpes with the close points and create new
clusters with the far points, and neglecting thangsothat come into between and not classifying
them so they will not affect negatively on the ujedaf the prototype. In the end, those unclassified
points will be reclassified into the establishedstérs and prototypes. However, this algorithm is
not 100% online, as we cannot have the whole d#tarsd then do the clustering. We will not
discuss the implementation of the improved BSA®is paper.
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2.3. Inverse Weighted K-means Online (IWKO) Algorihm

The two methods we've discussed shared a sameeproblan upcoming example would only
influence one single cluster. This may have weirttome as forming odd-looking clusters or joint
clusters. The IWKO is designed to solve this proble

To begin with, we need to define a performancetionc[4]

0,
6, $%, 9 9

Add an auxiliarypart considering the influence dher prototypes. Let be the closest
prototype to ,and improve the function as below,

= — 0 ? ?
6,<7 9 9> gé‘% : : @

Where n and p are two values indicating the weighthe optimal prototype and the other
prototypes. The performance function for a singlagoint should be

? ?
67 A —B? 2 2 2> -
9 9 c 9 9

In order to get the ideal clustering, we need toimize the distance between the data point and the
closet prototype, and maximize the distance betwlegnand other prototypes. That is to say,

D6,
_— E ? ?°>
D
? ? S F
c 9 9
D&< ? ?
—— E' (————= H
D 9 9>G

should all be 0 when the clustering is perfectlpelo

The IWKO operates with a similar idea as the segialeld-means, but with a slight difference of
adjusting all the prototypes instead of the neamast The goal is to optimize the performance
function, and the partial derivative of the perfamoe function would be a perfect subtraction on
the old prototypes as this would always 'easetlifierence and drives the performance function
towards the optimal. We can write the algorithnolein short.

I J F
I c J (H

Where theF andH are defined above(choose p = -1 in order to makeilegion easier), and the
is a 'learning rate' between 0-1. The prototype deiected by

0 7 ?
FKL % /on 7 M

and are updated as
A 012 J =
é 012 J H
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Despite the comparative accuracy, a disadvantag@sélgorithm is the complexity. It takes too
much calculation for every single step, which sldkesprocess severely.

2.4. K-Harmonic Means Online Mode Algorithm(KHMO)

The IWKO solved the problem of former algorithmsi Iits redundancy on calculation is a big
shortcoming. The KHMO could solve the same probleiitis a more concise calculation but less
accuracy. In this case, the performance functialeimed as the harmonic average of the distances
from each data point to the prototypes,

&, P
o -
7
Q ? R
Get the partial derivative:
D&o b S
D ? 2T o7
- T TTF
And the prototypes are updated as
012
A 012 SP
012" 7
’ A

This algorithm is cleaner than the IWKT by decragsihe calculation work. It also includes all
prototypes other than the ideal prototype, butdiggithe harmonic average, it avoids dealing with
the ideal prototype and others separately and makealation much easier.

The pros and cons of all the algorithms are ligtetthe chart below.

Table 1. Pros and cons for each algorithm.

Algorithms Pros Cons
K-means(forgetful) More accurate than the unfongetf Slower than the unforgetful one, with an
one, and simpler than the rest three initial-prototype-choosing problem
K-means(unforgetful) Faster then the unforgetfug,cemd| Not so accurate as the forgetful one with
simpler than the rest three the same initial value problem
BSAS Universal as the cluster numbel Result is influenced by data upcom
not pre-defined order, with a threshold-deciding problem
IWKO Adjust every cluster on ¢ Involving huge amount of calculatic
upcoming example, making result which makes it really slow
more accurate
KHMO Adjust every cluster on an May be less accurate than IWKO and
upcoming example, and simple slower than the rest three
than IWKO

3.EMPIRICAL STUDY

In order to get a better view of the theories, welathe algorithms on a set of self-generated 2-
dimension data in MATLAB and analyze the result® #ge a normal distribution with\&=0.6 as
the distribution of each cluster and choose thgimsirandomly to form 6 clusters with 1000 points.
Noise is generated by a uniform distribution meagud% of the data set. The data with and
without noise are shown below.
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Most of our algorithms need initial guess for thetptypes, thus we have made it more difficult on
the algorithms by considering a worst-case scerfaridhe initialization of the prototypes by

making a random initialization located outside gla¢hering of the clusters. We took this decision
in order to give a true insight into the performantthe algorithms without any initial advantages.

Self-generated data is shown as below. In the grajatia are represented as stars, initial guegses o
the prototypes are represented as black crossdsfiral prototypes after all data have been
processed are represented as blue circles.
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Figure 1. Data generation with 1000 scattered aladand 6 means following normal distribution sigm@.6
of which 0% are scattered noise
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Figure 2. Data generation with 1000 scattered aiaiand 6 means following normal distribution sigm@.6
of which 4% are scattered noise
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In order to make performances of the algorithmspamable, we use the same sets of data for the
whole study. Examples are sequentially fed to gaedhe time-series data. In order to mimic the

sequential behavior of data, at each iterationywilleselect a random point from the generated data
and do the processing on it.

First, we will test the proposed algorithms on gleaerated data without the presence of the noise
factor. Then we will introduce a uniform noise amr data and check the effect on each algorithm.
3.1. Study Without Noise

3.1.1. Implementation of Sequential K-means Algorfitm

We implement the unforgetful one first. Selectitiigal prototypes randomly, and according to the
algorithm, they should spread to approach the igesbtypes and form the 6 clusters.
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Figure 3. Classification using Onlinereans unforgetful with initializing means Randomly

We see from the results that only 3 prototypes lmen updated and relocated from their initial

positions while the rest did not get updated. Thibecause that in the online K-means, the new
coming point gets allocated to the clusters defibgdhe closest prototype to the point (code

colored), and only this prototype gets updated. Ma@r problem occurs when we initialize some

prototypes in such way they will never be the cdvde the data points, hence they will never be
updated.

Then we run the forgetful one with different leaigprates a = 0.1 and a = 0.75 separately.
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Figure 4. Classification using Onlinereans forgetful (learning coétient =0.1) with initializing means
randomly
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Figure 5. Classification using Onlinereans forgetful ( =0.75) with initializing means randomly

We can see two different behaviors from the twoniesy rates. With a small learning rate, the
algorithm acts very similar as the unforgetful oaed the clusters are severely overlapped. This is
because that at the early stage, the prototypes moavslow thus, some points happened to get in
their way would be clustered with them even if foénts don't actually belong to them. A bigger
learning rate seems to have a better performanseparating the clusters and spreading the
prototypes, but the prototypes cannot finally cageeA big learning rate means a big influence by
the newly-coming points, which would make the ptgpes fluctuate a lot and lead to errors in the
decision as we can see in the result.
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Having noticed the difference in performances @ndpening stage and the closing stages, we try
to put the two methods together. The process caseparated into 2 periods, while in the first
period a big learning rate is used to spread thofypes as quickly as possible, and in the second
period, a small learning rate is taken to convehgeprototype. At first, prototypes would spread
very quickly to avoid overlapping, and finally, teady state would be reached.

In the following attempt, we use 300 points asdiearation. In the first 300 points, the data are
clustered under a learning rate of 0.75 and thang#to 0.1.
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Figure 6. Classification using OnlinerKeans forgetful ( =0.75; =0.1) with initializing means randomly

Although the result is still not so convincing, litte much better than the two forgetful ones rat fi
sight. Actually, the unforgetful K-means is basedtloe same idea of decreasing the learning rate
by steps, but this improved method stands out diinplicity of calculation. We will use this
modified model for the calculating and the analgzituring the rest of this paper.

3.1.2. Implementation of the BSAS Algorithm

We try the BSAS with only one threshold and seegpégformance. To prevent the number of
clusters from exploding, we use an upper limit dbi6cluster numbers. Set the threshold to 1, run
the code.
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Figure 6. Classification using BSAS witlx1 and maximum of 6 clusters

The performance looks bad. It seems that thertoarmany clusters as the threshold is too small.
The threshold is increased to 3 and retest is dga@.

Figure 7. Classification using BSAS witt3 and maximum of 6 clusters

The performance is much better, but this need&ribevledge of the right value for the threshold
apriori, which is not practical. In addition, inightest, we have not introduced the effect of the
noise. We will see later in the paper the catakimpesults when noise is introduced, new
misleading clusters will be created because ofenois

3.1.3. Implementation of the IWKO Algorithm

Let everything be the same except for the fundiboumpdate the prototypes. In order to simplify the
calculation, set n in the function to be 2.
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Figure 8. Classification using Inverse Weighteth&ans with initializing means randomly

The algorithm managed to spread the prototypediaddll the clusters which the k-means could
not. The drawback of this algorithm is that it nees@veral iterations at first as a learning phase
where it can spread the prototypes. During thislieg phase, the algorithm will make mistakes in
allocating the coming data; this is evident by thixed colors in one cluster. But once the
spreading phase is done the algorithm starts makimgght decisions.

3.1.4. Implementation of the KHMO Algorithm

The KHMO method is very similar to the former onégth the same idea of spreading all the
prototypes in each step and with a simpler function

Figure 9. Classification using OnlineHarmonics means (learning cdéfient=0.05) with initializing
means randomly
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We can see it does succeed at finding the cluttersame way IWKO found them but with less

computation cost. The mixed points at the beginrafgp exists, showing another struggling
beginning to decide on the clusters.

3.2. Study with Noise
3.2.1. Implementation of K-means Algorithm

Do the same execution of K-means to the data gbt wagise. For the forgetful one, we use the
modified as it performs better without noise.

Figure 10. Classification using Onlinerdeans unforgetful with initializing means Randomly

Figure 11. Classification using Onlinerieans forgetful ( =0.75; =0.1) with initializing means randomly
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It seems noise doesn't affect the performance wigéns a lot. When the amount of data is huge, a
point of noise would have little effect on the meBat no matter whether the noise exists, joint
clusters appears. This is caused by the isolattwden examples, with only one prototype - the
one located nearest to the coming point - is chdngbke truth is that if there are several clusters
squeezed somewhere and the initial prototypesedeetsd far away, when one prototype is moved
to this ‘crowd’, every point in the several clusteould be classified with this prototype as it is
always the 'nearest'. This is why we need the I\W#g@rithm.

3.2.2. Implementation of the BSAS Algorithm

According to the performance without noise, a thoéd of 3 would be ideal in this case. Thus, we
set the threshold to 3 to show the influence ofedietter.

Figure 12. Classification using BSAS witlr3 and maximum of 6 clusters

It turns out that the noise has a significant effat this algorithm. The clusters are made quite
perfectly without the noise, but in this case, wlasters at the bottom aren't even separated. It is
reasonable by theory, as a newly-come noise woaNg fa good chance to create a new cluster,
which would disturb the performance.

3.2.3. Implementation of the IWKO Algorithm
The result is shown below.
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Figure 13. Classification using Inverse Weighteth&ans with initializing means randomly

Surprisingly, we find that the IWKO is vastly inflaced by the noise. Every point has the influence
over all the prototypes, which means one singlégtype has to 'tolerate’ the harassment under all
the noise. This would be quite a lot if compariaoghe ordinary K-means.

3.2.4. Implementation of the IWKO Algorithm

The result is shown below.

Figure 14. Classification using OnlineHarmonics means (learning coefficient=0.05) witiitializing
means randomly

Though similar to the IWKO on the idea of the altfon, they have quite different robustness. The
KHMO is not likely to be affected by noise, as thaeise doesn't even change the result for
clustering. The difference mechanism between KHM@® &VKO might have saved KHMO. The

IWKO would find the nearest point and do the catioh, which means the calculation is different
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from time to time. This gives the noises chancénfluence the result with there location and

sequences. While in the KHMO, every prototype cleangnder the same function. The noise
would have a similar influence to all the prototypenherever it appears, and the result is relatively
honest.

4.ANALYSIS OF PERFORMANCES

The performance of algorithms is rated accordingheir execution speed, the accuracy of
prototypes, the purity of clusters and the robustne

The speedis indicated by the time MATLAB needs to get tlesult. We run each algorithm
several times, measure the time of each executidntake the average time of execution.
Here, we have run each program 20 times and tap&wbrage execution time. As the speed of
an algorithm is decided by the complexity of thgoaithm itself rather than about the data
coming inside, there is no need to measure theuiitenoise included.

The accuracyis the distance between the real prototypes andltistered ones. The indicator
is calculated based on the average distance bewestrprototype after processing all the data
and the true means that were generated at the maheata generation. This is a one-to-one
mapping between a prototype and its nearest tra@nide range of this indicator is a positive
value, and the bigger the better with 0 a perfatie

The purity is an indicator of the percentage of points thatreghtly classified. It is shown by
the function[2]

WXY = $ ] _ ]

z
where X indicates the clusters (how actually the poinesgart together) and C indicates the
classes (howexactly the points should be put teégetN is the total number of documents that
are correctly classified, and the value of sum khba the number of points that are correctly
classified. To get a better illustration, we getedifferent data set each time and calculate the
average purity as the purity of a certain algoritfiime indicator should be some value between
0 and 1, where 1 means perfectly clustered and &nsnéhe opposite. The noise is not
considered inside.

The robustnesss the ability to keep off the influence of noigen indication of robustness is
based on the difference of velocity, accuracy, pundty between data sets with and without
noise. The formation of cluster shown above cao aklp. The bigger the difference, the
worse the robustness is. It can also be read fnengrtaph in part 3.

Table 2. Performance of different algorithms.

Algorithms Noise Time Accuracy Purity | Robustness
K-mean: 0% 5.1119: 3.22(C 0.597 Gooc
(forgetful) 4% 5.01Z 0.601
K-mean: 0% 5.1593: 6.16( 0.49¢ Norma
(unforgetful) 4% 7.36( 0.597
BSAS 0% 5.2966¢ 0.207 0.87& Bac
4% 1.54( 0.73¢
IWKO 0% 5.6401¢ 0.64¢ 0.76€ Norma
4% 2.237 0.70z
KHMO 0% 5.2472: 0.61z2 0.78¢ Gooc
4% 1.80z 0.751

We can have some comment on the result.
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First, the velocity indicates how fast the systeould respond to an input. It shows in the result
that the forgetful K-means has the most rapid nespoand the IWKO has the slowest. It is
consistent with what is shown by the theory. The&KiWWand KHMO need to adjust position for
every prototype on each step, so it's reasonablanib of them takes relatively more time, and the
more steps of calculation made the IWKO even slowke two K-means have to do nothing but
calculating and adjusting only one mean at a ttmes they are relatively fast; the forgetful witss a
it doesn't need to re-calculate the learning ratd ¢éime. At first, the BSAS seems confusing as its
algorithm is quite simple without too many calcidas. It turns out that it uses more 'if' judgments
than the rest, which is quite costly.

Second, the accuracy shows how well-located théotymes are. The results indicate that the
normal K-means are working really bad on locatimg prototypes. The best performance comes
from the BSAS. This is because the BSAS has a goidl state by locating the point to
neighborhoods of the real prototypes. It would b#dy to relocate the prototypes inside a small
area rather than locate its step-by-step on thdenplane. The IWKO and the KHMO also stand
out by their idea of adjusting every prototype eatthan only one; thus, it's nothing strange td fin
them better than normal K-means.

Third, the purity is an indicator of how well thieisters are formed. The unforgetful K-means have
the purity of less than 0.5, which means less tiahof the data are clustered correctly. This is a
disaster. The best performance comes from the B#&8use of the similar reason proposed in the
part of accuracy, but its performance drops sigaifily after noises invade. The forgetful K-means
seems almost not effect by the noise, but in géntra purity is too low. The IWKO and the
KHMO have relatively more stable behavior, while iHMO has a higher level of purity.

Last, the robustness of BSAS is really bad. Thetmadsust algorithm is the forgetful K-means,
with almost the same robustness. An interestinggtis that in the forgetful K-means algorithm,
the purity is even better than that without theseoit is probable that in this case, noise help to
spread the initial prototypes, which would provalbetter performance. We can also find out that
the forgetful K-means doesn't change a lot withribise.

5.CONCLUSIONS

In this paper, we studied 4 different algorithmsefuential clustering. We explained the theory,
implemented them on self-generated data and arthiymsr effectiveness. The implementation
could prove some of the characteristics shown lepryy and direct comparison between the
algorithms clearly reveals their pros and conspaederred environment to be applied.

The sequential K-means stands out by its speeddntness, as the mechanism and calculation
behind the algorithm is really simple; but its aeay is a disaster as a result. The BSAS let the
system to start really near from the real protosypehich would avoid a lot of error in the process
of 'finding' the prototypes, making itself an idehbice for a clean dataset; but it would collapse
when noise is introduced. IWKO performs perfectiygetting accurate and robust results which is
guaranteed by its meticulous calculation, but BiBious slowness prevents it from becoming the
first choice. KHMO is quite moderate, doing well\wery aspects with no prominent advantages or
shortcomings, making it a good algorithm in general

To sum up, we can conclude thatwithout the noise, Basic Sequential Algorithmic Scheme
(BSAS) would be the best algorithm among the fdgorithms, but if noise is added, which is
always the case in real-life systems, the K-Harmdheans- Online Mode Algorithm (KHMO)
would stand out with its robustness; if speed s phiority in a program, then the sequential
K-means should be adopted, but if one still considecuracy so important that speed can be
sacrificed, IWKO would be a best choice.
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Our research can be improved in its depth and wlidtdepth, the four algorithms have not been
fully studied in this paper. The results are ingiy unstable as the generated data scale is talb sm
while the algorithms are always implemented ondaita circumstances; implementation on bigger
datasets should make results more convincing. Tiwmksion data are not common in real-life

applications, and performance of the algorithmsigher-dimension datasets might be more
accurate on results. In width, this paper only igaidl algorithms but much more algorithms on

sequential clustering could also be studied und&mae methodology. Performance evaluation is
still not strict, with several steps judged by sidhus certain criteria should be constructed.
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