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ABSTRACT 

 

Chronic wound have a long recovery time, occur extensively, and are difficult to treat. They 

cause not only great suffering to many patients but also bring enormous work burden to 

hospitals and doctors. Therefore, an automated chronic wound detection method can efficiently 

assist doctors in diagnosis, or help patients with initial diagnosis, reduce the workload of 

doctors and the treatment costs of patients. In recent years, due to the rise of big data, machine 

learning methods have been applied to Image Identification, and the accuracy of the result has 

surpassed that of traditional methods. With the fully convolutional neural network proposed, 

image segmentation and target detection have also achieved excellent results. However, the 

accuracy of chronic wound image segmentation and identification is low due to the limitation of 

the deep convolution neural network. To solve the above problem, we propose a post-processing 

method based on fully connected CRFs with multi-layer score maps. The experiment results 

show that our method can be used to improve the accuracy of chronic wound image 

segmentation and identification. 
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1. INTRODUCTION 

 
In recent years, with the rise of big data, the field of artificial intelligence has been aroused a 
broad concern. AlexNet [1], the champion of ImageNet competition in 2012, uses convolutional 
neural networks for image classification and recognition. Its accuracy exceeds the traditional 
method significantly, which makes people pay attention to the application of convolutional neural 
networks in the field of image classification again. Afterward, people continued to innovate 
(VGG[2], GoogleNet[3], Residual Net[4], DenseNet[5], CapsuleNet[6] and other deep neural 
networks), and further improve the accuracy of image classification. However, in the field of 
medical image classification and segmentation, the accuracy of using deep convolution neural 
networks is relatively low. Therefore, the application of convolutional neural networks in this 
area is not effective. 
 
Chronic wound including Diabetic foot ulcers, venous leg ulcers, and acne, has long recovery 
time and need different methods of treatment at various period. The current treatment of chronic 
wounds usually takes up a significant amount of medical resources and is not easy to treat [7-9]. 
Long-term hospitalization is a burden for both hospitals and patients. On the one hand, the 
resources of the hospital are occupied for an extended period, and it is impossible to provide 
medical services to other patients in urgent need. On the other hand, the long-term hospitalization 
costs are too high for most of the patients to afford. It is also very common in some remote areas, 
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patients are far away and inconvenient to see a doctor. These conditions have brought great 
suffering to the patients. 
 
Hence, it is of great importance to do a post processing method based on fully-connected CRFs 
for chronic wound images segmentation and identification. This method helps improve the 
accuracy of segmentation and classification and the results obtained can assist doctors in 
diagnosis and treatment. 
 
In this paper, we first introduce fully connected CRFs(conditional random fields). Then we 
propose a post processing method based on fully-connected CRFs for chronic wound images 
segmentation and identification. Finally we make compare experiment and the results prove the 
validity of this method. 
 

2. RELATED WORKS 

 
The basic CRF model contains a unary energy function at an independent pixel or image block 
and a paired energy function in a neighboring pixel block or image block[11-14]. The adjacency 
CRF structure generated based on that model limits its association between distant pixel points or 
image blocks within an image, and thus causes an excessively smooth object boundary. To 
improve the accuracy of segmentation and identification, the researchers extended the basic CRF 
framework by adding hierarchical connections and higher-order energy functions in the image 
region[15-18]. However, this method is bound to be limited by the accuracy of unsupervised 
image segmentation. Although some progress has been made, this limitation affects the ability of 
region-based CRF method to accurately assign labels to complex image boundary pixels[19]. 
Although some progress has been made, this limitation affects the ability of region-based 
methods to accurately assign labels to complex image boundary pixels. 
 

 
 

Figure 1. Fully connected CRF model on pixel image[20] 
 

Figure 1. shows a simple fully connected CRF model on pixel image, yi represents the label of its 
corresponding pixel point xi, and all pixels xi are connected together. 
 
In order to solve the above problem, a fully connected CRF model based on the energy function 
of all pixel pairs on the image is proposed[21]. Although the fully-connected CRF model has 
been used for image semantic segmentation[22-25].But the computation complexity of the fully 
connected model limits its usage on hundreds of image regions that are segmented on the image. 
Therefore, the accuracy of segmentation is still limited by the accuracy of the unsupervised image 
segmentation algorithm that generates these regions. In order to solve this problem, the 
researchers connected all the pixel pairs in the image to achieve more fine segmentation and 
recognition, at the cost of an explosive increase in the amount of parameters. To overcome this 
problem, the pairwise energy function is defined as a linear combination of Gaussian kernels in 
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arbitrary feature space[21] and this CRF distribution is approximated by the mean field. The 
approximation is iteratively optimized through a series of message passing steps, each of which 
updates a single variable by fusing the information of all other variables. The update of the mean 
field can be achieved by Gaussian filtering in the feature space. The computational complexity of 
message passing can be reduced from quadratic to linear by employing efficient high-dimensional 
filtering approximations. 
 
The fully-connected CRF model is defined as follows: 
 
Suppose random field X, whose elements are {X1, X2, ..., Xn}, where the value range of Xi is the 
set of labels L:{L1, L2, ..., Lk}.Suppose another random domain I, whose elements are {I1,...,In}. I 
is the information of the pixel on the image with the input size N, and X is the label of each pixel. 
Ij is the color vector of pixel j, and Xj is the label assigned to pixel j. Conditional random field (I, 
X) is determined by a Gibbs distribution: 

P�X|I� = 1	�
� exp	�−� ∅����|
���∈��  

 
 
G=(v, e) in the above equation is an image to be labeled, and each pixel point pair c is an element 
in the set of pixel pair CG on this image G, which contains an energy function φCThe Gibbs 

energy function of the label x∈LN is: 
 

E�x|I� =� ∅����|
��∈��  

 
 
The maximum posterior estimate of the conditional random field label is: 
 �∗ = �������∈�� ��|
�  
 
For the convenience of representation, the latter part will use Ψc(xc) to represent φc(xc|I). 
 
In the fully connected pixel-pair CRF model, G is a complete graph of the label X, CG is the set of 
all unary and binary pixel groups, so the corresponding Gibbs energy function is 
 

E�X� =�Ψ"��#�
#

+�Ψ%��# , �' �
#<'

 

 
 
The values of i and j in the above formula range from 1 to N. This unary energy function Ψu(xi) is 
calculated separately for each pixel by a classifier that generates a label assignment distribution 
function based on image features. The binary energy function is calculated as follows: 
 

)%*�# , �' + = μ��# , �' �� -���.����/# , /' �0
�=1  

 
 
The k(m) in the formula is a Gaussian kernel function. Then we get: 
 

.���*/# , /' + = exp	�−12 */# − /' +2Λ���*/# − /' +� 
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The fi and fj in the formula are the feature vectors of the pixels i and j in the arbitrary feature 
space, ω(m) is the linear combination weight, and µ is a label-compatible function. Label 
compatible function µ(xi, xj)=1 if xi≠xj, otherwise its value is 0. Each Gaussian kernel k(m) is 
characterized by a symmetric positive definite matrix Λ(m). For image segmentation and 
identification problems, the energy functions of two kernels can be used. Ii and Ij in the following 
formula represent color vectors, and pi and pj represent the position of pixel points. 
 

k*/# , /' + = -�1� exp5− 6%# − %' 622782 − 6
# − 
' 622792 :+ -�2�exp	�− |%# − %' |2
27;2 ) 

 
 
The first half of the formula is the appearance kernel function. The neighboring pixels with the 
same color are more likely to be the same class of pixel. The degree of distance and color is 
controlled by the parameters θα and θβ. The second part is the smooth kernel function, which is 
used to remove isolated small areas[11]. 
 

3. METHOD 

 
The image segmentation and identification network based on the deep neural network outputs a 
score map and then get the pixel point semantic segmentation label. The score map is generally 
smooth, so applying short-range CRF for post-processing will have the opposite effect. In order to 
overcome the above problems, the researchers used the CRF model of [10] as a post-processing 
method. The score map has a score for each pixel point label classification, that is, the probability 
that each pixel point may be assigned a label value. This probability is calculated separately for 
each pixel, so it can be input as a unary energy function into the energy function of the fully-
connected CRF: 
 

Ψ"(�#) = −<=� (�#)  
 

In the above formula, P(xi) is the pixel point assignment label probability output by the deep 
neural network based image segmentation and identification network. The binary energy function 
is still related to the color and position of the pixel, and the weight of the pixel color and position 
is modified by changing the relevant parameters. The fully-connected CRF uses the deep neural 
network based image segmentation and identification score map of the network output as input, 
and outputs the fine segmentation result after several fully-connected CRF iterations. Compared 
with the output of image segmentation and identification method based on the deep neural 
network, the details of the output of the post processing method based on fully-connected CRFs 
are clearer. 
 
However, the single score map contains insufficient information on chronic wound images, and 
the results by the post processing method are poor. To solve the problem, we convert multiple 
scale feature maps into score maps, and superimpose multiple score maps as a multi-scale score 
map for the input of fully-connected CRF post-processing methods. The formula is as follows: 
 

P(�#) =� >(' ) ' (�#)
?

'=1
 

 
 
In the above formula, Pj(xi) is the assigned label probability of pixel i on the jth score graph, and 
λ

(j) is the weight of this probability value. The binary energy function remains unchanged, and the 
parameter weights are modified according to the characteristics of the chronic wound image.  
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In the optimization of the parameters, we use the method of from coarse to fine. The score map is 
superimposed using the last three layers. The sum of the three weights is 1. The initial value ratio 
is (2:2:6), and then the parameters are optimized. The update step is 0.05 until the optimal value 
is selected. According to the paper[10], the weight parameters ω2 and θγ of the binary energy 
function are fixed to the default value of 3. The parameter ω1 has a value range of [5, 10], and the 
update step is 1 each time. The parameter θα has a value range of [50, 100] and the update step 
size is 10. The parameter θβ has a value range of [3, 10] and the update step size is 1. 
 

4. EXPERIMENT 

 

To verify the effectiveness of post-processing methods for chronic wound image segmentation 
and recognition based on fully connected CRF, we designed two comparison experiments: (1) 
Compare the post-processing results obtained by the post-processing method based on fully 
connected CRF with the single-layer score map and the original segmentation results of the deep 
neural network. (2) Compare the post-processing results obtained by the post-processing method 
based on fully connected CRF with the single-layer score graph and the post-processing results 
obtained by the post-processing method based on fully connected CRF with the multi-layer score 
graph. We use the original results of paper[26], and choose the best chronic wound image 
segmentation and identification network:MobileNet-0.75-skip-fcn16 as the chronic wound image 
segmentation and identification network to verify the effectiveness of our method. 
 
EXPERIMENT ENVIRONMENT 
 
We use an NVIDIA Geforce 1080Ti GPU to speed up parameter learning and evaluate the 
learned model on a computer with Intel Core i7-8700K CPU @ 3.70GHz and 32GB RAM.  The 
program runs on a 64-bit windows10 home operating system with CUDA 9.0 and Tensorflow 
1.7.0-GPU installed. 
 
DATA SET 
 
We use the data set that is built by the article[26]. The dataset is collected partly from cooperated 
medical institutions and partly from Medetec Wound Database. We made the size of the images a 
uniform resolution (512 by 512 pixels). 
 
GROUND TRUTH.  

 

The chronic wound image is manually selected for the chronic wound area and the background 
area. The red area on the ground truth is the chronic wound area, and the black area is the 
background. 
 
The evaluation standard is as follows: 
TP: the ground-truth is positive and the prediction is positive. 
FN: the ground-truth is positive but the prediction is negative. 
FP: the ground-truth is negative but the prediction is positive. 
TN: the ground-truth is negative and the prediction is negative. 
We use accuracy, mean intersection-over-union (mIoU), and dice similarity coefficient (DSC) to 
compare the result. They are computed as follows: 

Accuracy = 2 + 2�
2 + F + 2� + F�  

mIoU = 2 
2 + F + F�  
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DSC = 2 × 2 
2 × 2 + F + F�  

5. RESULTS 

 
The figure below shows a comparison of post-processing results obtained by the post-processing 
method based on fully connected CRF with the single-layer score map and the original 
segmentation results of the deep neural network. The first column(A) on the left are the original 
images, the second column(B) are the ground truth, the third column(C) are the Mobilenet origin 
results, and the fourth column(D) images are images obtained by merging the first and the third 
columns of images, which is convenient for viewing the segmentation effect. The fifth column(E) 
are the results obtained by using the post-processing method with single-layer score map and the 
sixth column(F) are the images obtained by merging the first and the fourth column images. Tt 
can be found that the image processed by the post-processing method with single-layer score map 
has a certain improvement in the edge detail compared with the original segmentation result. 
However, it could cause anti-effect such as first and third lines of the images. 
 

 
 

Figure 2. Comparison of the results of neural networks and post-processing  
method with single-layer score map 

 

 
Figure 3. Comparison of the results of post-processing method with  

single-layer score map and post-processing method with multi-layer score map 
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The first column(A) on the left are the original images, the second column(B) are the ground 
truth, the third column(C)(also E in figure 2) are the results obtained by using the post-processing 
method with single-layer score map, and the fourth column(D)(also F in figure 2) images are 
images obtained by merging the first and the third columns of images, which is convenient for 
viewing the segmentation effect. The fifth column(E) are the results obtained by using the post-
processing method with multi-layer score map and the sixth column(F) are the images obtained 
by merging the first and the fourth column images. 
 
Compared with the two results in the above figure, we can find that it is better to use the post-
processing method with multi-score map to process the original segmentation image. It can also 
correct some misclassifications and make the contours of chronic wound areas more detailed. The 
table below compares the accuracy of the two methods. 

 

 

Table 1. Accuracy comparison  
 

Method Accuracy（%） mIoU（%） DSC（%） 

Origin Results 98.26 85.76 92.33 
Single-layer score map 98.23 85.80 92.35 
Multi-layer score map 98.36 86.08 92.52 

 
The comparison results of the show that the post-processing method with multi-layer score map is 
better than the post-processing method with single-layer score map and achieves the highest of 
the three indexes. That proves the validity of our method. 
 

6. CONCLUSION 

 
In this paper, we first introduce the CRF algorithm and its improved version of the fully 
connected CRF algorithm. Then we innovatively combined multi-scale score map with the fully 
connected CRF algorithm and propose a chronic wound image segmentation and identification 
post-processing method based on fully connected CRF. This post-processing method overcomes 
the insufficient information using the single score map as the input of the fully connected CRF, 
and thus can get better results. The post-processing method is divided into two steps: Firstly, we 
calculate the score maps of the corresponding last three layers of the feature maps, then combine 
the three-layer score maps as the input of the fully connected CRF, and refine the parameters to 
obtain the best results. The results of the experiments have proved that the post-processing 
method based on fully connected CRF with multi-layer score map can optimize the origin 
segmentation results obtained by deep convolution neural networks.  
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