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ABSTRACT 

 

Safety is a critical aspect in all swimming pools. This paper describes a near-drowning early 

prediction technique using novel equations (NEPTUNE). NEPTUNE uses equations or rules 

that would be able to detect near-drowning using at least 1 but not more than 5 seconds of video 

sequence with no false positives. The backbone of NEPTUNE encompasses a mix of statistical 

image processing to merge images for a video sequence followed by K-means clustering to 

extract segments in the merged image and finally a revisit to statistical image processing to 

derive variables for every segment. These variables would be used by the equations to identify 

near-drowning. NEPTUNE has the potential to be integrated into a swimming pool camera 

system that would send an alarm to the lifeguards for early response so that the likelihood of 

recovery is high. 
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1. INTRODUCTION 
 

The World Health Organization (WHO) classifies drowning as the 3rd leading cause of 

unintentional injury worldwide [1]. Globally, the highest drowning rates are among children aged 

between 1 to 4 years, followed by children aged between 5 to 9 years [1]. In individual countries 

such as the United States and France, within a short time frame of about 4 months, the number of 

drowning deaths in swimming pools and spas ranged between 74 and 163 [2-3]. Studies have 

shown that lifeguards may not be trained well enough to handle a drowning situation [4]. Hence, 

having a drowning detection system in conjunction with lifeguards in swimming pools would aid 

to promote swimming pool safety. 

 

The existing drowning detection technologies can be broadly categorized into vision based 

systems [5-10] and wearable sensor based systems [11-13]. Vision based technologies can be 

further sub-categorized into those using underwater cameras [5-6] and those employing above 

water cameras [7-10]. A limitation of the use of underwater cameras is that they might miss the 

initial struggle that might take place above the water. Some drawbacks of the existing above 

water camera vision based technologies are that they have been demonstrated only using 

simulated video [7-10], they are trained to detect above water motionlessness [10] instead of the 
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struggling motion which might pre-occur or might require additional costly fixtures such as a 

microarray to be mounted above the water to cover the entire swimming pool [7]. The 

shortcoming of a wearable based system is primarily the discomfort of use [8] which has an 

unproven possible notion that it might lead to younger children attempting to eliminate the 

discomfort by removing the device. 

 

NEPTUNE is aimed at targeting the integration into existing above water camera(s) to enable a 

cost-effective installation by utilizing images from an existing camera fixture. It can identify pre-

drowning struggling motions early using at least 1 but not more than 5 seconds of video 

sequence. The detection equations that NEPTUNE uses were derived from video sequences using 

an actual video footage [14-15] *. 

 

*Please be informed that Fig. 1. contains confronting and real still images of a pre-drowning 

struggling victim. 

 

2. NEPTUNE 

 

2.1. Dataset 

 

Two sets of videos were downloaded [14-15]. The first came with a manual red contour 

segmentation of the drowning victim throughout the entire video [14] and the second had the red 

contour segmentation of the drowning victim only in the initial portion of the video prior to the 

start of the pre-drowning struggle [15]. The second video [15] was used in the processing while 

the first [14] was applied as a confirmatory guide to locate the drowning victim in the second. 

Both videos were sequenced at 25 frames per second. Grey scale images were extracted from the 

second video [15] starting from the point of initial struggle and cropping was performed to output 

each image to a 447 by 281 dimension to maintain consistency with the camera coverage to the 

initial video. Fig. 1. shows a sample image extracted from [14] and another sample image 

extracted from [15] followed by grey scaling and cropping. 

 

                          

                                         (a)                                                                           (b) 

Fig. 1. (a) Sample image extracted from [14] (b) Sample image extracted from [15] which had been grey 

scaled and cropped to follow similar camera coverage of the video from [14] 



Computer Science & Information Technology (CS & IT)                                 153 

 

2.2. Pre-processing Pipeline 
 

NEPTUNE’s pre-processing pipeline consists of a combination of statistical image processing 

and K-means clustering [16]. 

 

The steps to process the images for every m seconds of video sequence are summarized below. 

The steps were repeated for five different values for m which are 1, 2, 3, 4 and 5. 

 

1. Grey scaling (cropping was performed for the dataset used in this paper but would not be 

required in an actual setting) 

 

2. Assuming 5 seconds of video sequences were being processed, for every pixel, the 

maximum absolute of the Fast Fourier Transform [17] across the 125 images was 

computed to give a two-dimensional matrix of 447 by 281. Since the video was 

sequenced at 25 frames per second, every 5 seconds would have a total 125 images that 

can be extracted. Similarly, every 4, 3, 2, and 1 seconds of video sequences would be 

using 100, 75, 50 and 25 images respectively. 

 

3. The values across the two-dimensional matrix were normalized to a range between 0 and 

1 to produce another two-dimensional matrix, N. 

 

4. N would be transformed to a 1-dimensional array, 1-N via repeated looping across the x-

dimension shadowed by an inner loop across the y-dimension. For instance, the values at 

position (1,1), (1,2) … (1,447) of N would be placed at (1), (2) … (447) of 1-N 

respectively while the values at position (2,1), (2,2) … (2,447) of N would be placed at 

(448), (449) … (894) respectively. 

 

5. 3-means and 4-means clustering were performed independently on 1-N. An earlier 

attempt of using 2-means and 3-means clustering resulted in the inability in finding 

segments either intersecting or close by the struggling victim for some positive video 

sequences. More segments were created using a 3-means and 4-means clustering and 

hence increased the probability of finding a segment that either intersects or is very close 

by the struggling victim for every positive video sequence. The purpose of having two 

types of clustering was to find pairs of nearest segments, one from {Sa} and another from 

{Sb} to have a larger pool of variables to explore. 

 

a. From the 3-means clustering, the largest of the 3 clusters was excluded using an 

assumption that it predominantly consisted of water. The 2 smaller clusters were 

remapped from 1-N to N and a set of connected segments {Sa} was extracted. A 

connected segment is a set of pixels belonging to the same cluster and each pixel 

within that segment had to be beside any one of the pixels in that segment. 

 

b. From the 4-means clustering, the largest of the 4 clusters was excluded using an 

assumption that it predominantly consisted of water. The 3 smaller clusters were 

remapped from 1-N to N and a second set of connected segments {Sb} was 

extracted. 
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Fig. 2. shows an example of how 3-means clusters would look after remapping 1-N back to N. In 

comparison to Fig. 1., the cluster with the majority of pixels belonged to water for Fig. 2a. Fig. 

2b. illustrates an example of a connected segment. 

 

 

 
 

 
    (a) 

                 
 

          (b) 

 

Fig. 2. (a) 3 clusters created from 3-mean clustering. Water is predominantly within the largest cluster 

which is shaded in white. The two shades of grey represent the remaining two clusters. The connected 

segment coloured in black intersects with the struggling victim and belongs to the cluster with the darker 

shade of grey. (b) A zoomed in image of the single connected segment coloured in black. 

 

6.   For each segment in {Sa}, variables shown in Table 1 were derived. Variable V1 was 

reserved for the labelling of presence/absence of a pre-drowning struggling victim 

within/close by a segment. If there was no segment that intersects the struggling victim, 

the nearest segment would be considered to contain the pre-drowning struggling victim. 
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Table 1. Variables derived for each segment in {Sa} 

 

Variable Name  Variable Description  

V2    Ratio of V4 to V3 

V3 Number of pixels in the segment 

V4 Standard deviation of values from 5 points (4 extreme points* and the 

segment’s centre) 

V5 Ratio of V2 to the sum of V2 across all segments 

V6 Ratio of V3 to the sum of V3 across all segments 

V7 Ratio of V4 to the sum of V4 across all segments 

  

*4 extreme points are {minimum(x), minimum(y)}, {minimum(x), max(y)}, {maximum(x), 

minimum(y)} and {maximum(x), maximum(y)} where x and y are the x-coordinates and y-

coordinates of a segment respectively 

 

7.    For each segment in {Sa}, similar variables for the respective nearest segment from {Sb} 

was computed as shown in Table 2. 

 
Table 2. Variables derived from respective nearest segment in {Sb} 

 

Variable Name  Variable Description  

V8    Ratio of V10 to V9 

V9 Number of pixels in the segment 

V10 Standard deviation of values of 5 points (4 extreme points* and the 

segment’s centre) 

V11 Ratio of V11 to the sum of V11 across all segments 

V12 Ratio of V12 to the sum of V12 across all segments 

V13 Ratio of V13 to the sum of V13 across all segments 

 

*4 extreme points are {minimum(x), minimum(y)}, {minimum(x), maximum(y)}, {maximum(x), 

minimum(y)} and {maximum(x), maximum(y)} where x and y are the x-coordinates and y-

coordinates of a segment respectively 

 

8.   Next, for each segment in {Sa}, new variables were created as shown in Table 3. These 

new variables were computed using the variables derived from Table 1 and Table 2. 
 

Table 3. Variables derived from respective nearest segment in {Sb} 
 

Variable Name  Variable Description  

V2_8    Ratio of V2 to V8 

V3_9 Ratio of V3 to V9 

V4_10 Ratio of V4 to V10 

V5_11 Ratio of V5 to V11 

V6_12 Ratio of V6 to V12 

V7_13 Ratio of V7 to V13 

 

 

9. Finally, the percentile cut-offs for every variable across all segments in {Sa} were 

computed as shown in Tables A1 (a), (b), (c) and (d) of the Appendix. 
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Every variable value for each segment would be assigned either a value of 1, 2, 3 or 4 

according to the range which they fall into as indicated in Table 4 with respect to length 

of video sequence. For example, say for a segment in a 5s video sequence having a V2 

value of 0.03, it would be transformed to a value of 2 since it is between the 25th and 

50th percentiles of V2. 

 
Table 4. Value assigned each variable in every segment in {Sa} 

 

Value Assigned Range 

1 being less than or equal to the 25th percentile 

2 being more than the 25th percentile but less than or equal to the 50th 

percentile 

3 being more than the 50th percentile but less than or equal to the 75th 

percentile 

4 being more than the 75th percentile 

 

Solely for this training, labelling of V1 for every segment had to be performed. It would contain 

one of two values; either 1 if it was positive or 0 otherwise. A positive refers to the presence of a 

struggling pre-drowning victim within or close by the segment. This labelling would not be 

required for the actual application of NEPTUNE. The video sequence lengths of 1s, 2s, 3s, 4s and 

5s respectively contained 36, 17, 12, 9, and 8 positive video sequences. A positive video sequence 

would each entail a struggling pre-drowning victim. Correspondingly, for the video sequence 

lengths of 1s, 2s, 3s, 4s and 5s, the respective number of video sequences for which there were no 

struggling were 946, 406, 269, 179 and 138. Each video sequence may have multiple segments 

with at most 1 positive segment. 

 

2.3. Equations Derivation 

 

The equations were derived from optimized rules generated via association rules mining [18]. 

Association rules mining was attempted as an approach to detect the positives as anomalies. The 

existence of a non-linear relationship between the variables and the presence/absence of positives 

is shown in Fig. 3 where there is a poor correlation not exceeding 0.37 between the actual and 

predicted scores for all the video sequence lengths studied. This further justifies the use of 

association rules mining since it can identify both linear and non-linear properties that would 

distinguish positives from non-positives. The formulae of the regression model used in Fig. 3a, b, 

c, d and e are shown in Table A2 of the Appendix. 
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(a) Video Sequence Length of 5s 

 

 
 

(b) Video Sequence Length of 4s 
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(c) Video Sequence Length of 3s 

 

 
  

(d) Video Sequence Length of 2s 
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                (e) Video Sequence Length of 1s 

Fig. 3. The predicted scores created via a AIC stepwise linear regression model [19] built using the entire 

dataset against the actual scores for the various video sequence lengths. A score of 1 denotes a positive. 

 

For video sequence lengths of 4s and 5s, the positive segments with the highest predicted score 

had the largest and most circular segment as shown in Fig. 4 and 5 which made these two positive 

segments more distinguishable than the other positive segments within the respective video 

sequence lengths. 

 

       
          

              (a) 1st 5 seconds         (b) 2nd 5 seconds                (c) 3rd 5 seconds           (d) 4th 5 seconds   

    

              (e) 5th 5 seconds           (f) 6th 5 seconds               (g) 7th 5 seconds           (h) 8th 5 seconds 

Fig. 4. The positive segments shaded in black for the first 8 video sequences of length 5s where there was a 

struggling victim. The 7th 5 seconds video sequence had the highest prediction score using linear regression. 
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         (a) 1st 4 seconds                  (b) 2nd 4 seconds                 (c) 3rd 4 seconds               (d) 4th 4 seconds 

       

         (e) 5th 4 seconds                 (f) 6th 4 seconds                    (g) 7th 4 seconds                 (h) 8th 4 seconds 

       

                                                    (i) 9th 4 seconds                         (j) 10th 4 seconds 

Fig. 5. The positive segments shaded in black for the first 10 video sequences of length 4s where there was a 

struggling victim. The 8th 4 seconds video sequence had the highest prediction score using linear regression. No 

positive segment was detectable in 9th 4 seconds video sequence although there was a struggling. 

 

Rules were generated independently for the various video sequence lengths to detect 

presence/absence of a positive segment using 19 variables of which 18 came from Tables 1, 2 and 

3. One of the 19 variables, was the label for the absence/presence of a positive. All rules were 

generated for a confidence of 1 and targeted a minimum of 1 positive. We generated different rule 

sets across different number of variables ranging from 3 to the full 19. For every number of 

variables used for rule set generation, one had to be the label. For instance, if 3 variables were 

used, 2 would be derived variables and 1 would be the label. Fig. 6. shows that the number of 

number of positives identifiable for various number of variables used across the various video 

sequence lengths. 
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                  (a) Video Sequence Length of 5s                            (b) Video Sequence Length of 4s 

                 

                          (c) Video Sequence Length of 3s                        (d) Video Sequence Length of 2s 
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     (e) Video Sequence Length of 1s 

Fig. 6. Total positives targeted and number of rules generated with 100% confidence in detecting positives across 

the corresponding number of variables used in the rules generation. Each spot represents a rule set consisting of 

rules generated for the respective number of variables. Rule sets which targeted the maximum number of 

positives detectable for the respective video sequences lengths were enclosed within a red bounding box 

 

The proportion of the rules generated using variables that detected the maximum number of 

positives either targeting 2 or 3 positives  across  the  different  video sequence lengths are shown 

in Fig. 7. Having a higher proportion of individual rules targeting more positives would ensure 

that the rule set is more generic and hence applicable across other datasets. Therefore, for the 

final rule set in each of the video sequence lengths studied, rules generated with the highest 

proportion of individual rules targeting the most number of positives would be chosen. It can be 

seen in Fig. 7. that the highest proportion rules targeting 2 or 3 positives tend to be generated 

when less variables were. Using less variables would reduce the specificity of the rules generated 

thereby allowing more generic rules to be produced. Each rule in final rule set would be 

henceforth referred to as an equation. 
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                   (a) Video Sequence Length of 5s                              (b) Video Sequence Length of 4s 

       

                       (c) Video Sequence Length of 3s                          (d) Video Sequence Length of 2s 

 

(e) Video Sequence Length of 1s 
 

Fig. 7. Proportion of rules targeting 2 or 3 positives across the various number of variables used for rules 

generation 
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3. RESULTS 
 

Fig. 8. shows the positive detections during the 40s of struggle. It should be noted there were time 

points when only one of the video sequence lengths detected the presence of a struggle. For 

instance, at the 39th second of struggle, only the video sequence length of 3s could detect the 

struggle. Hence, it is proposed to use all the video sequence lengths in parallel for pre-drowning 

struggling detection to maximum the detectable time points of struggle. 

 

 
Fig. 8. Detection during the 40s of struggle for the various video sequence lengths. Positive detection only 

occurs at the time points where there is a red rectangle. 
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4. CONCLUSION 
 

NEPTUNE was presented in this paper as a feasible technique for early detection of struggling 

pre-drowning victims. The reliance on solely camera based video sequences would allow an easy 

integration into existing infrastructure in swimming pools with camera(s). This is the first vision 

based technique built using real video sequences and the fastest requiring at least 1 but not more 

than 5 seconds of video footage for detection. With collaborative initiatives to collate more actual 

pre-drowning video footages, NEPTUNE can be refined and further developed into a real-time 

cost-effective vision based early pre-drowning detection system. 
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